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Hierarchical Multi-label Classification for Activity Recognition

ABSTRACT: Activity recognition using wearable sensors is very important in many domains of health monitoring and is
therefore well researched. Most commonly classification considers all activities to be ‘equal’ (we will use term at classifica-
tion). However, intuition suggests better results could be achieved using a hierarchical approach for classification. In this
paper we compare three different approaches to classify activities: (i) Flat classification - classes are equal and we build one
model to classify all of them; (ii) Multi-model hierarchical classification - classes are arranged in trees, we build different
models to classify activities on different levels. We apply two different approaches; (iii) Hierarchical classification using CLUS
software1.
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1. Introduction

Activity recognition (AR) using wearable sensors has been addressed many times, some of the most important application being
personalized health systems. Many of developed methods for recognizing different activities used triaxial accelerometers worn on
different body parts. With development of wrist-worn devices in past several years and with their growing popularity in everyday
life, methods for recognizing sports activities [2], daily activities [3] and handspecific activities [4] using just wrist-worn sensors
were proposed. Although the performance gets better with adding additional body sensors, as Attal and al. [1] proved in 2015 by
reviewing the research done by then, we decided to focus our research on wrist-worn sensors due to before mentioned accessi-
bility and popularity.

Vens and al. [6] defined hierarchical multi-label classification (HMC) as a variant of classification, that differs from normal
classification in two ways: (1) a single example may belong to multiple classes simultaneously; and (2) the classes are organized
in a hierarchy:an example that belongs to some class automatically belongs to all its super classes, the
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so called hierarchy constraint.

Although hierarchical approach might seem quite intuitive for AR, as certain activities are pretty obvious grouped together, the
usage of hierarchical classification for AR has only been addressed a few times. None of the cases was specifically directed
towards usage of wrist-worn device for recognizing different hierarchical activities (physical, daily, hand-movement activities).
Khan and al. [8] proposed a hierarchical recognizer for recognition of limited amount of physical activities (static, transitions,
dynamic) using a chestworn sensor device. Zheng [9] explored human activity based on the hierarchical feature selection and
classification framework. He explored 2D and 3D motion (jumping, running, walking forward/left/right, upstairs/downstairs, static
activities).

2. Dataset

The dataset we are working with consists of data from seven people involved in different activities (sport, rest, handwork, eating
chores...). We organize the activities in hierarchy as presented in Table 1. First we tried to create structure tree by using Orange2

software for hierarchical clustering. We calculated features as will be explained later in paper and put them into Orange software.
We were looking for some indications of the hierarchy for different groups of activity. However, there was no clear or extremely
obvious structure visible. The final structure was designed using knowledge achieved from previous research on the same
dataset where at classification (for instance in research made by Cvetkovic et al. [4]) has been used for recognition of activities.

Group Activity

Daily activities chores
eating
handwork
washing

Exercise nordic
running
walking

Static lying
sitting
standing

Table 1. Activity grouping

2 https://orange.biolab.si/

3. Methods

In this paper we are comparing three different approaches for activity recognition. First we addressed at classification, which is
commonly used in previous research. Next, we implemented two multi-model hierarchical algorithms, based on approach pro-
posed by Paes et al.[11]. We use the term multi-model as different models were used for different levels of hierarchy. Finally we
used Clus software, which has algorithms for hierarchical multi-classidfication (HMC) already implemented and is mostly used in
the field of functional genomics and text classication as shown by Vens et al.[6].

The users were wearing a wearable device (wristband or smartwatch) on their non-dominant hand. For the purpose of this paper
we only considered triaxial accelerometer data, however for further research other measurements are available as well (heart rate,
galvanic skin response..)

From raw measurements we crated instances using 2 second sliding window and computed set of various features from acceler-
ometer data that were shown to perform well in similar setting (mean, average, skewness, kurtosis, peak counts) [4]. Additionally
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we computed the Euler angles pitch and roll and calculated some extra features from them as well - for instance, pitch and roll
manipulation, amount of roll motion, regularity of roll motion... Altogether we computed 105 features. Afterwards feature selection
was applied and the best of them were used to build models.

3.1 Feature Selection
Feature selection was used only in the cases of at classification and MM-HMC. For feature selection, we first ranked the features
by gain ratio. After that, we used a wrapper approach. We started with an empty feature set and added features in the order of their
rank. After each feature was added, we evaluated its contribution by building random forest classifiers and internally cross-
validating them on the training set. The feature was kept only and only if it increased the overall average accuracy. The ranking
by gain ratio and the random forest algorithm were implemented in the Weka machine-learning suite and run with default
parameter values.

3.2 Flat Classification
The most common approach for AR is the so-called at classification. All classes are considered equal, hierarchy is not taken into
account. Algorithms were implemented in java, using Weka3 library.

3.3 Multi-Model Hierarchical Classification
We implemented two different approaches for hierarchical classification. The first one, traditional hierarchical strategy Per Parent
Top Down (PPTD - Figure 1), based on “local per parent node”model, and the second one, named Sum of weighted Votes (SWV
- Figure 2), “local per level” model, proposed by Paes et al. in [10]. On the upper level we built a model to distinguish between three
groups - daily activities, exercise and static. This was done the same for both approaches. From here on, the approaches differ.

1. PPTD For this approach, we split instances into three different subsets regarding to the classified group. We then run feature
selection for each of the subsets separately and built three different models - on for each group of activities. Features were dierent
for each group.

2. SVW After the first level, the classified group has been added to instances as an additional feature. Feature selection has been
done again - this time for the whole level, and one model has been built to distinguish between activities.

Same authors have explored feature selection for both approaches in [11], where they have shown that the best results are
obtained when using the lazy approach - this approach executes feature selection at the classification time of each instance. We
have decided to use the eager approach, where feature selection is done prior to classification.

3https://www.cs.waikato.ac.nz/ml/weka/

Figure 1. PPTD - local per parent node approach
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Figure 2. SVW - local per level approach

3.4 CLUS-Classification
CLUS is a decision tree and rule learning system that works in the predictive clustering framework. One of its important function-
alists is the CLUS-HMC algorithm for hierarchical multi-label classification. The software has been shown to work very well in the
field of functional genomics [6], so the idea to use it in hierarchical classification for activity recognition seems reasonable. Clus-
HMC algorithm is a variant of standard greedy top-down algorithm for decision tree induction. To achieve the task of predicting
a set of classes instead of a single class, additional changes to the learning procedure are needed, as shown in [12].

Figure 4. CLUS settings fisle example

In our experiment we worked with random forest (to make it comparable with other two approaches), and we allowed the decision
tree to go up to depth 20. We have shown experimentally that performance increases sharply up to decided depth, while
afterwards the contribution has become negligible. The error we used for optimization was the average AUPRC (area under the
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precision-recall curve). We have tested the performance by changing the threshold determining when the probability output by
the model is considered to predict a class. All of the above mentioned parameters are set in the settings le as seen in Figure 4.

4. Experimental Setup and Results

In our case the hierarchy is very simple, reduced to two levels. For HMC problems Clus returns several error values. To get fair
results for each person included in the dataset, leave-one-person-out approach has been used, as mentioned before. For
evaluation of the results we decided to choose standard measurements - precision, recall and F-score. However, when it comes
to the evaluation of highly skewed class distributions, similar as with our dataset where for instance daily activities have a much
higher frequency than rest, precision-recall curves are the most suitable evaluation tool [7], so this was also added. Vens el al.
[6] have addressed the problem of most eligible evaluation tools for hierarchical classification. From the proposed evaluation
tools we used the area under the precision-recall curve.

To evaluate predictive models independently from the threshold, two types of evaluation are suitable: ROC analysis and
analysis of precision-recall curves (PRC). ROC analysis is better known in machine learning, however for hierarchical multi-label
classification PR is more suitable. [?] PR curve plots the precision of a model as a function of its recall, and although it helps
understanding the predictions, single value is more appropriate for comparing quality of different models. A score often used to
represent this is the so-called “area under the PR curve” (AUPRC). The closer the AUPRC is to 1.0, the better the model.

AUPRCw = Σi wi  AUPRCi

If all the weights are set to wi = 1/|C|, where C is the set of classes, score is called average AUPRC, and is denoted as AUPRC. If
the weigths are set to wi = vi / Σ jvj where vi is the frequency of class ci  in data, we call this weighted AUPRC and denote it as
AUPRCw. We have compared the performance of the proposed methods by comparing the precision, recall, F-score and AUPRC
score by activity. Validation has been done using “leave-one-person-out” approach. We computed all of the mentioned mea-
sures for each person and averaged them to get the performance accuracy by method. Methods that we compared are at
classification, multi-model classification using SVW (local per level) approach and CLUS-classification using same approach.
We decided to leave out the comparison of PPTD algorithm due to lack of data. Classes for static group were poorly represented
from the beginning and after classification on the first level some were left with only few examples. To avoid losing data we
propose additional approach, which is roughly explained in the conclusion.

Using the same dataset Cvetkovic and al. [4] have reported on 70% accuracy for five different classes (sports, eating, chores,
handwork, washing). We expected high confusion in group of daily activities (handwork, chores, eating, washing) and some
confusion between other groups and within them as hand movements can be very similar in this group. Table 2 and Table 3 show
the results of the experiments. We could not compare the AUPRC of at classication when classifying groups, as we only get the
values for classied activities on lower level. However, we could compare at classification to other two approaches using other
measures. As shown in Table 2 MM-HMC performs the best for AR on the upper level, but not much better than at. On the lower
level the results from at classification and from MM-HMC were quite similar, with one approach performing better in some cases
and worse in others. From the fact that direct classification on the upper level (MM-HMC) is not much better from the indirect,
it is safe to conclude that this is the reason, that for similar results between the mentioned two approaches on the lower level.
The achieved average accuracy for at classification has been 70:5% and very similar for MM-HMC. Each works better in some
cases. Results using CLUS are not the most promising. However, there are many possible combinations of settings available and
the performance could be improved by choosing different set of parameters and their values. We tried many possible combina-
tions and the presented results are the best so far.

5. Conclusion

In this work we compared three approaches to activity recognition. Our results show that for the purpose of activity recognition
with 2 levels of activity (group and activity), at classification performs as well as both types of hierarchical classification - or
even better. In some other uses of HMC, for instance functional genomics, fast performance and correct classification of higher
levels is of greater importance than correct classification of lower levels. Unfortunately in the case of activity recognition fast
performance was the only upside.

There are some possible improvements for future work. The dataset we were working on, was not really extensive. There were
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Flat MM-HMC CLUS

Fscore 82.05% 83.71% 74.36%

Precision 82.03% 83.73% 76.22%

Recall  82.12% 84.05% 73.10%

AUPRC 89.61% 81.09%

Flat MM-HMC CLUS

Fscore 65:14% 66:79% 52:23%

Precision 68:29% 65:92% 58:31%

Recall 65:48% 67:69% 51:08%

AUPRC 68:63% 66:67% 54:76%

Table 2. Results upper level (group)

Table 3. Results lower level (activity)

many activities involved and not many instances of each. This could be solved with joining more similar datasets.

Some of the HMC-related papers mentioned different classifiers for classification. We used random forest, as it has performed the
best in our previous research where we were only using at classication, however some other classifiers may perform better on the
hierarchical problem. Better accuracy could as well be achieved by adding measurements from some other sensors (heart rate
sensor), as maybe there are some more distinctive differences between subsets of the proposed hierarchy.

A possibility to improve the performance of MM-HMC is to add additional activities to each of the groups. For instance, we add
exercise and static as two new activities in group of daily activities. Similar would be done for other two groups of activities. After
building models for the lower level, we would then build additional models for all “new activities” classied to wrong group. We will
try this approach in our future work.
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