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ABSTRACT: Humans are getting smarter due to use of tools, in history because of mechanical tools and in recent decades due to information tools. The hypothesis in this paper goes a step further: that we are getting smarter due to use of AI. The thesis is indicated by solutions to three well-known logical paradoxes that have been recently resolved by the author of this paper: the unexpected hanging paradox, the Pinocchio paradox and the blue-eyes paradox. This paper is a bit shorter version of the Informatica paper on the same issue [19].
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## 1. Introduction

Systematic measurements of the standard broad-spectrum IQ tests improve each decade. According to the Flynn effect [1] that humans are getting smarter and smarter. One theory claims that the increase of human intelligence is related to the use of information tools [2], which often progress exponentially over time [3]. In this paper we go a step further - that artificial intelligence (AI) influences human intelligence in a positive way as other influencing factors. We illustrate the hypothesis in Figure 1. The $y$ axis is logarithmic in the scale. Therefore, the linear growth of computer skills on the graph corresponds to the exponential nature of Moore's law [4]. Basic human physical and mental characteristics, such as speed of movement, coordination or speed of human computing, have remained nearly constant in recent decades, as represented by the horizontal line in Figure 1.

Our first thesis is that the ability of humans to solve problems increases due to information tools such as computers, mobile devices with advanced software, and AI in particular (the bold top line in the Figure 1). Programs such as the Google browser may provide the greatest knowledge source available to humans, thereby representing an extension of our brains as do calculators in the field of arithmetic.

The stronger and more provocative hypothesis that humans are getting smarter on their own due to the AI comprehensions. After all, AI is about intelligence. In the AI community [5], it is generally accepted that AI progress is increasing and might even enable human civilization to take a quantitative leap [6].

Several opposing theories claim that humans actually perform worse on their own, since machines and tools have replaced humans' need to think on their own. We argue that while this effect may be valid for human physical properties related for example to obesity due to lack of physical activity, it is not the case in mental tasks. Another pessimistic viewpoint suggests that intelligent civilizations decline after reaching a certain development level (see Figure 1), possibly because of overpopulation, self-destruction or depletion of natural resources. This would explain why we have not yet detected alien civilizations, though the Drake's equation [7] indicates that many such civilizations should exist. This remains an open question.


Figure 1. Current and predicted growth of computer and human computing capabilities to solve problems
How to indicate that AI helps improve humans think better? If we can show that humans can solve logical puzzles that they were not able to solve until recently without computers, that would be a good indication of humans getting smarter on their own. An objection might be that just one solution of one puzzle is far too little to show anything. However, an indication it might be - at least to start a debate.

To demonstrate the idea, we analyze the unexpected hanging paradox $[8,9,10,11]$ and shortly mention a couple of other logical paradoxes.

## 2. The Liar Paradox

For an introduction to logical paradoxes we quickly investigate the liar paradox, first published in [12]. According to [13] it was first formulated by the Greek philosopher Eubulides: "A man says that he is lying. Is what he says true or false?" This sentence is false when it is true. These days, the paradox is usually presented in the form "This sentence is false."

But today it is generally accepted that there is no true paradox, since the statement is simply false [14]. The contradiction is of the form "A and not A," or "It is true and false." In other words, if a person always lies by definition, then that person is allowed to say only lies. Therefore, such statements are simply not allowed, which means they are false.

We presented the liar paradox to analyze why humans had troubles with it before and why now it is seen as a trivial case. When faced with the liar paradox for the first time, humans fall into a loop of true/untrue derivations without observing that their thinking was already falsified by the declaration of the problem. It seems a valid logical problem, so humans apply logical reasoning. However, the declaration of the logical paradox was illogical at the start rendering logical reasoning meaningless.

In analogy, $1+1=2$, and we all accept this as a true sentence without any hesitation. Yet, one liter of water and one liter of sugar do not combine to form two liters of sugar water. Therefore, using common logic/arithmetic in such a task is inappropriate from the start.

Which AI methods help us better understand such paradoxes? The principle and paradox of multiple-knowledge [15] tentatively explain why humans easily resolve such problems as the liar paradox. We use multiple ways of thinking not only in parallel, but also with several mental processes interacting together during problem-solving. Different processes propose different solutions, and the best one is selected. The basic difference in multiple-knowledge viewpoint compared to the classical ones occurs already at the level of neurons. The classical analogy of a neuron is a simple computing mechanism that produces $0 / 1$ as output. In the multiple viewpoint, each neuron outputs $2^{N}$ possible outcomes, which can be demonstrated if $N$ outputs from a single neuron are all connected to $N$ inputs of another neuron. In summary, the multiple-knowledge principle claims that the human computing mechanism at the level of a neuron is already much more complex than commonly described, and even more so at the level of higher mental processes. Therefore, humans have no problems computing that one apple and one apple are two apples, and one liter of water and one liter of sugar is 1.6 liters of liquid and a mass of 2.25 kilograms, since they use multiple thinking. It is only that a person who logically encounters the sugar-water merge for the first time may claim that it will result in 2 liters of sugar water. However, after an explanation or experiment, humans comprehend the problem and have no future problems of this kind.

Another AI solution at hand uses contexts. In arithmetic, $1+1=2$. In merging liquids and solid materials, $1+1 \neq 2$. In the first case, the context was arithmetic and in the second case, merging liquids and solid materials. The contexts enable an important insight into the paradoxes such as the unexpected handing paradox.

## 3. The Unexpected Hanging Paradox

The unexpected hanging paradox, also known as the hangman paradox, the unexpected exam paradox, the surprise test paradox, or the prediction paradox, yields no consensus on its precise nature, so a final correct solution has not yet been established [9]. This is a paradox about a person's expectations about the timing of a future event that they are told will occur at some unexpected time [16]. The paradox has been described as follows [9]:

A judge tells a condemned prisoner that he will be hanged at noon on one weekday in the following week but that the execution will be a surprise to the prisoner. He will not know the day of the hanging until the executioner knocks on his cell door at noon that day. Having reflected on his sentence, the prisoner draws the conclusion that he will escape from the hanging. His reasoning is in several parts. He begins by concluding that the "surprise hanging" can't be on Friday, as if he hasn't been hanged by Thursday, there is only one day left - and so it won't be a surprise if he's hanged on Friday. Since the judge's sentence stipulated that the hanging would be a surprise to him, he concludes it cannot occur on Friday. He then reasons that the surprise hanging cannot be on Thursday either, because Friday has already been eliminated and if he hasn't been hanged by Wednesday night, the hanging must occur on Thursday, making a Thursday hanging not a surprise either. By similar reasoning he concludes that the hanging can also not occur on Wednesday, Tuesday or Monday. Joyfully he retires to his cell confident that the hanging will not occur at all. The next week, the executioner knocks on the prisoner's door at noon on Wednesday - which, despite all the above, was an utter surprise to him. Everything the judge said came true.

Evidently, the prisoner miscalculated, but how? Logically, the reasoning seems correct. While there have been many analyses and interpretations of the unexpected hanging paradox, there is no generally accepted solution. The paradox is interesting to study because it arouses interest in both laymen and scientists. Here, we provide a different analysis based on the viewpoint of cooperating AI agents [5, 16], contexts and multiple knowledge [15]. It might be the case that similar solutions were presented before, but it seems that AI knowledge disregards potential complications and provides a simple solution.

First we examine, which events are repeatable and which irreversible. The prediction of hanging on one out of five possible days is well defined through a real-life empirical fact of a human life being irreversibly terminated. However, the surprise is less clearly defined. If it denotes cognitive surprise, then the prisoner can be sure that the hanging will take place on the current day. No surprise is assured each new day, even on the first day, so hanging under the given conditions is not possible. Such an interpretation makes no sense. To avoid the prisoner being cognitively certain, the following modifications are often proposed [9]:

The prisoner will be hanged next week, and the date (of the hanging) will not be deductible in advance from the assumption that the hanging will occur during the week (A). The prisoner will be hanged next week and its date will not be deducible in advance using this statement as an axiom (B). Logicians are able to show that statement (B) is selfcontradictory, indicating that in this interpretation, the judge uttered a self-contradicting statement leading to a paradox.
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Chow [10] presents a potential explanation through epistemological formulations suggesting that the unexpected hanging paradox is a more intricate version of Moore's paradox [9]:

A suitable analogy can be reached by reducing the length of the week to just one day. Then the judge's sentence becomes: "You will be hanged tomorrow, but you do not know that."

Now we can apply AI methods to analyze the paradox. First, the judge's statement is a one-sided contract from an AI agent viewpoint, defining a way of interacting and cooperating. As with any agreement/contract, it also has some mechanisms defining the consequences if one side violates the agreement. Since the judge unilaterally proclaimed the agreement, he can even violate it without any harm to him, whereas the prisoner's violations are punished according to the judge's will and corresponding regulations. For example, if the prisoner harms a warden, the deal is probably off, and the hanging can occur at the first opportunity, regardless of whether it is a surprise. This is an introductory indication that the hanging paradox is from the real world and that it matters, and is not just logical thinking. Even more important, it enables a valid conclusion that any error in prisoner's actions releases the judge from his promise.

Since the judge is the interpreter of the agreement, he can accept the weird viewpoint that it suffices that the prisoners claims a surprise to be released. However, the judge is supposed to be a smart person and there is no sense in such a viewpoint. The judge is also supposed to be an honest person and as long as the prisoner abides to the appropriate behavior, the judge will keep his word and presumably postpone the execution if the prisoner predicts the exact day of the hanging. Now, we come to the crucial reasonable definition of ambiguity, defined by the smart and honest judge. The term deducible now means that the prediction will be 100 percent guaranteed accurate about a one-time event (that is, hanging), so such a prediction can be uttered only once a week, not each day anew. Therefore, the prisoner has exactly one chance of not only predicting, but also explaining with certainty to the judge, why the hanging will occur on that particular day. The judge will have to be persuaded; that is, he will have to understand and accept the prisoner's line of reasoning. If not, the deal is off and the judge can choose any day while still keeping his word.

For easier understanding, consider that the prisoner is given a life-saving coupon on which he writes the predicted day and stores it in the judge's safe on Monday morning with the explanation attached. Obviously, the prisoner stands no chance if the judge orders handing on Monday. Namely, if the prisoner proposes Monday, he cannot provide a deducible explanation why the handing will happen on Monday. Yes, he will not be surprised in cognitive terms, but both a correct prediction and a deducible explanation are required in order to avoid hanging. The only chance to avoid hanging is to predict Friday and hope that he will not be hanged till Friday. (In this case, the judge could still object that, on Monday for example, the prisoner could not provide a plausible explanation for Friday. Yet, that would not be fair since, on Friday, the prisoner would indeed be sure of the judge coming into contradiction.) Even if the prisoner is allowed to deposit the one and only coupon on any day in the week, there is no major difference in terms of explanation in this paper. Again, if the prisoner is allowed to deposit the coupon each day anew, this formulation makes no sense.

We can further explain the error in the prisoner's line of reasoning by assuming that instead of giving his ruling five days in advance, he gave it on Thursday morning, leaving a two-day opportunity. Since the prisoner could use the single pardon (remember: deducible for a one-time event means one prediction once) and save himself on Friday, he concludes that Thursday is the only day left and cashes in his only coupon with a 100 percent certain logical explanation on Thursday. However, in this case the judge could carry out the hanging on Friday. Why? Because the prisoner provided the only 100 percent certain prediction in the form of a single lifesaving coupon on Thursday, which means that on Friday he could not deliver the coupon. In other words, the prisoner wrongly predicted the hanging day and therefore violated the agreement.

The situation on Thursday is similar to the situation on Monday. Even if the judge knocks on the door on Thursday, and the prisoner correctly predicted Thursday, he still could not provide a 100 percent certain explanation why the hanging would occur on Thursday since the judge could come back on Friday as described in the above text; therefore, the judge can proceed also on Thursday or Friday without violating his proclamation.

## 4. Discussion

Wikipedia offers the following statement regarding the unexpected hanging paradox [9]:
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There has been considerable debate between the logical school, which uses mathematical language, and the epistemological school, which employs concepts such as knowledge, belief and memory, over which formulation is correct.

According to other publications [8], this statement correctly describes the current state of scientific literature and the human mind.

To some degree, solutions similar to the one presented in this paper have already been published [8, 9]. However, they have not been generally accepted and, in particular, have not been presented through AI means. Namely, AI enables clearer explanation such as:

The error in the prisoner's line of reasoning occurs when extending his induction from Friday to Thursday, as noted earlier, but the explanation in this paper differs. The correct conclusion about Friday is not:
"Hanging on Friday is not possible" (C), but:
"If not hanged till Friday and the single prediction with explanation was not applied for any other day before, then hanging on Friday is not possible." (D)

The first condition in (D) is part of common knowledge. The second condition in (D) comes from common sense about one-sided agreements: every breach of the agreement can cause termination of it. The two conditions reveal why humans have a much harder time understanding the hanging paradox, compared to the liar paradox. The conditions are related to the concepts and interpretation of time and deducibility and should be applied simultaneously, whereas only one insight is needed in the liar paradox. In AI, this phenomenon is well known as the context-sensitive reasoning in agents, which was first presented in [18] and has been used extensively in recent years. Here, as in real life, under one context the same line of reasoning can lead to a different conclusion compared to the conclusion under another context (remember the sugar water). But one can also treat the conditions in statement (D) as logical conditions, in which case the context can serve for easier understanding. The same applies to the author of this paper: Although he has been familiar with the hanging paradox for decades, the solution at hand emerged only when the insight related to the contexts appeared.

Returning to the motivation for analysis of the unexpected hanging paradox, the example was intended to show that humans have mentally progressed to see the trick in the hanging paradox, similar to how people became too smart to be deceived by the liar paradox.

This new approach has also been used to solve several other paradoxes, such as the blue-eyes paradox and thePinocchio paradox. Analyses of these paradoxes are being submitted to other journals.

In summary, the explanation of the hanging paradox and the difficulty for human paradox solvers resembles those of the liar paradox before solving it beyond doubt. It turns out that both paradoxes are not truly paradoxical; instead, they describe a logical problem in a way that a human using logical methods cannot resolve the problem. Similar to the untrue assumption that a liar can utter a true statement, the unexpected hanging paradox in the prisoner's line of reasoning exploits two misconceptions. The first is that a 100 percent accurate prediction for a single event can be uttered more than once (through a vague definition of "surprise") and the second that a conclusion that is valid at one time is also valid during another time span. Due to the simplicity of the AI-based explanation in this paper, there is no need to provide additional logical, epistemological, or philosophical mechanisms to explain the failure of the prisoner's line of reasoning.

This paper provides an AI-based explanation of the hanging paradox for humans in natural language, while formal explanations remain a research challenge. The formal analysis have already been designed for the Pinocchio paradox whereas the blue-eyed paradox has not yet been formally explained, only in a way similar to this paper.
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