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ABSTRACT: Timeisthe essence of the cyber-physical system which deter minesthe efficiency of a system. While designing the
Cyber Physical Systems, the performance indicator, the Throughput is used. When analyzing throughput reachable by a CPS
at design-time implies to optimize the behaviour of the systemin such a way that it may run with an optimal frequency. The
synchronous dataflow graphs can be used as a formal model of computation that fosters the analysis of systems where
performance is always prominent. e in this current work describe the throughput estimation for CPS applications modeled
with the SDFGs. For assessing the optimal throughput reachable by a CPS application, we use SDFGs to describe computa-
tions and communications in the CPS application and we propose a mathematical formulation of scheduling and mapping
decisions in order to deploy the behavioural model of the CPS onto a platform, which essentially consists of heterogeneous
and distributed resources.
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1. Introduction

Cyber-physical systems (CPSs) are distributed systems consisting of parallel and heterogeneous components (sensors, con-
trollers, actuators.) deeply intertwined and communicating with each other to sense, to control and to execute physical pro-
cesses [10]. In these systems, performance is usually important since their components execute tasks constrained by timing
reguirements such as latency and throughput. In order to obtain avalid and implementable CPS, performance analysisisthen
crucia in the early design-time of the system. To achieve this goal, synchronous dataflow graphs (SDFGs) can be very
beneficial. SDFG isaformal model introduced in[17] and widely used to describe communicationsin embedded and distributed
systems and to perform the static analysis of their performance. This model is known to be an equivalent of Weighted Event
Graph (WEG) [16], asubclass of Petri Netswhich isageneral-purpose modeling language often used to model and analyzethe
timing behaviour of the automated production systems [6]. For the rest of the paper, we adopt the notation SDFG instead of
WEG In this paper, SDFG is used to tackle the static analysis of throughput metrics for CPSs. Analyzing the throughput
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reachable by a CPS at design-time meansto eval uate the maximum execution frequency of itsapplication over itsplatform. This
can be achieved by scheduling and mapping the application graph of the CPS (i.e the SDFG that model sthe CPS) to the platform
in order to determine when and where the tasks of the application are executed. This paper tackle the throughput analysis
problem for a CPS where communications are modeled with SDFG by taking into account the heterogeneity of the CPS re-
sources. In this paper, resources heterogeneity meansthat thereisa potential redundancy of CPS componentsthat may provide
the same services but they do not offer the same quality of service (Qo0S). In this context, the QoS indicator related to the
throughput analysis of a CPSisthe execution time of CPS tasks.

Various analysis techniques have been proposed previously in the literature of dataflow models and similar tasks model to
schedule and evaluate the throughput for applications whose tasks are executed by parallel and distributed resources.

In[4, 6, 9], cyclic scheduleswere used to characterize and to eval uate throughput for dataflow-based applications. However, the
throughput analysis in these paper do not deal with resources constraints of the platform on which the applications are
scheduled and mapped.

In[8, 11, 14, 15], various static scheduling techniques have been used to maximize the throughput of datafl ow-based applica-
tions. Although these techniques take into account some resource constraints, the resources on which the tasks are scheduled
and mapped are fully homogeneous.

The scheduling of tasks onto heterogeneous platforms have been addressed in [1, 13]. However, scheduling has been only
studied for directed acyclic graph structures. This means that approaches proposed in these papers do not t for scheduling a
task graph that contains cycles.

To the best of our knowledge, the current literature of dataflow models do not deal with the scheduling and mapping of SDFGs
which contains cycles onto heterogeneous and parallel resources. In this paper, we aim at formulating this scheduling and
mapping problem for the CPS by proposing some mathematical modelsthat describe the CPS platform and itstasks graph aswell
as its scheduling and mapping constraints. Different research directions have also been highlighted to solve the problem.

The rest of the paper is organized as follows. Section 2 is devoted to a detailed description and modeling of a CPS. Next, in
section 3 we depict amathematical model that describe the throughput problem for a CPS and we propose aresol ution approach
to evaluate the optimal throughput reachable by a CPS. Finally, we draw some conclusionsin the section 4.

2. Description and M odeling of the CPS

2.1 Architectural description of the CPS

The CPS tackled in this paper consists of a logical part and a physical part. The logical part is an application involving
computation functions to sense, control and execute the physical processes. These functions exchange flows of data to
determine the behaviour of the system which mostly act as aloop-control (see Figure 1a). The physical part of the CPS (see
Figure 1b) is platform including parallel and heterogeneous devices (also called resources) such as sensors, controllers and
actuators that interact with each other through a distributed network to process the CPS functions. Each device contains a
processor (P) which computesthe CPStasks and anetwork interface (NI) through which it communi cates with the other devices.
The network interface is needed to decouples computations from communications and to connect the device with the distrib-
uted network. Which network connects all devices viaitsrouters (R) and communication links. The CPS platform provides a
resource sharing mechanism that allows several CPS functionsto use the communi cation and computation resources simultaneoudly
while guarantees can be provided on the amount of time a function has access to the resources and frequency of these accesses.
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(a) Coarse view of the CPSfunction
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(b) Overview of the CPS platform

Figure 1. Architectural Description of the CPS

2.2 CPSApplication Modd
In order to evaluate the throughput reachable by the CPS, computations and communications are described using SDFG [17].
Indeed, SDFG isamodel of computation for adata-driven style of control. Formally, aSDFG isdescribed asadirected graph G_,

=(A E,P,.C,M ) where:

* Aisthe set of actors. Actors are nodes that model the computational functions of the CPS.

\

(a) CPS application graph (b) Equivalent LCG

%

Figure 2. An example of aCPS application

* Eisthe set of arcs (also called channels) each modeling the communication between two computational functions.

*P={p(e) | e € E} istheset of production rates determined by thefunction p : E — N* which associatesto each channel e € E
afixed number p(e) = p, indicating the quantity of produced data over the channel when the input function of eisfired.

*C={c(e) | e € E} istheset of consumptionrates. It isdetermined by thefunction ¢ : E — N* which associatesto each channel
e e E afixed number c(€) = c, indicating the quantity of consumed data from the channel to fire the output function of e.

*M,={M(0)(e) | e € E} istheinitial marking of the graph. Theinitial marking representsthe quantity of dataupon the channels
at the beginning of aprocess. It isgenerally represented by dots also called tokens or delays and is determined by the function
M : E — N which associatesto each channel e e E anon-negativeinteger M (€) which providesanumber of tokens per channel.

Figure 2a depictsthe example of an application graph that model s communi cations between three computational functions of a
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given CPS. In this application graph, channels are initialized with fixed number of tokens. To analyze the timing behaviour of
such an application graph, static scheduling and mapping strategies can be used to determine when and where the actors are
executed. However, before scheduling and mapping such agraph to a platform, some useful properties such as consistency and
liveness need to be checked. Indeed these properties are the necessary and sufficient conditionsthat determine the schedul ability
of any SDFG. When a SDFG is consistent and live it is proved in [17] that there exists a periodic admissible sequential (or
parallel) schedule where its actors can be red infinitely often with a bounded number of tokens.

Definition 1 (Consistency and Repetition Vector). Let consider aSDFG G_, = (A, E, P, C,M,). G_, isconsistent if thereexistsa
functionn: E — N* which associatesto each actor, astrictly positiveinteger such that for any channel e=(a, a, Py Cy M(€))
€ E pyn(@) = ce.n(a]). The set of values provided by such function determines the repetition vector N = [n(a,),..., n(aw)]
associated with G_, where n(a)) isthe number of times the actor fires within asingle execution cycle of G_y.

According to Definition. 1, the application graph showed in Figure 2ais consistent and its repetition vector isgiven by N =[2,
1,1, 1]. According to this vector, the actor a,, fires twice while the other actor resoncein asingleiteration of the graph.

Definition 2 (Liveness). Let G_, = (A, E) beaSDF model whereA isafiniteset of actors, Eisanite set of channels. G, islive
if and only if itsinitial marking enablesto execute the SDF actorsinfinitely often without deadlocks.

Many algorithms have been proposed to check the liveness of SDFGs [7, 12]. In this paper, we assume that any SDFG that
models a CPS application is always consistent, live and then schedulable.

2.3FromaCPSapplication graphtoalinear Constraint Graph

Before scheduling a SDFG on aparallel platform, it isimportant to capture all the dependencies between the rings of actors. To
achieve this, SDFGs are often transformed into precedence constraint graphs. There are three main approaches to transform a
SDFG into a precedence constraint graph. The first approach is based on the transformation of the SDFG into an equivalent
Homogeneous Synchronous Dataflow Graph (HSDFG), which isa SDFG where all the input and output rates are equalsto one
[17, 8, 4]. The second approach is by exploring the state-space of a simulated self-time execution of the SDFG until aperiodic
phaseisfound [11]. Such simulation-based method avoids the transformation from SDF into HSDFG. The third approachisto
transform the SDFG into alinear constraint graph (L CG) which isasmaller sub-graph of aHSDFG [5]. Thesethree approaches
were implemented and compared in [5] and experimental results showed that the third approach is more efficient than the first
two. Therefore, we use the algorithm proposed in [5] to transform any application graph of a CPSinto an equivalent LCG.

According to the algorithm proposed in [5], the corresponding L CG for the SDFG depicted in Figure 2aisdepicted in Figure 2b.
Inthe LCG, nodes characterize thefirings of actors belonging to the original SDFG and arcs characterize the precedencerelations

between thesefirings. Dotsonthearcs(a,,, a,,), (a,,, @,,) and (a,,, &,,) indicate that the downstream actors(i.ea , and a, ) are
fired in the next iteration of the LCG. In general, a dot on an arc xy means that the corresponding token is produced in one
iteration and consumed in the next iteration. Note that in an LCG, an arc can contain at most one token.

2.4 CPSPlatform Model
Before analyzing the throughput for the CPS, we also need to provide aformal description of the platform on which the CPS
application isexecuted.

The targeted platform consists of n heterogeneous devicesr , 1 < u < n fully interconnected asavirtual clique by mheteroge-
neous communication medium ¢, 1 <i <m. A communication medium isabidirectional link LU’V :r,— 1, between any pair of
devicer andr , of datatransmissiontime s, , r,. Notethat the heterogeneity of devices meansthat they may execute the same
actorswith different execution timeswhile the heterogeneity of the communication medium means that the communication times
are different between all the devices. Each device may process one or several actors. A set of tuples (gl , @), 1<k<pis
associated with each devicer  to specify the set of actorsa, that it executes aswell asthe corresponding executiontimes| , a,.
More succinctly aplatform model isdefined asfollows:

{ru: {(a‘k’lru’ ak)}} U{Ci = (Lu,v’ 5ru’ rv)}
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An instance of platform model for the application graph depicted in Figure 2a, isgiven by:

{r,={(a,,8). (&, 9}.r,={(2,,5). (@, O)}; r;={(2, 8} U{C; = (L3 15,5 &, = (L1 15 3)i &= (L 550 2}
3. Throughput Evaluation

Determining the optimal throughput reachable by the application graph of a CPS implies to schedule and map the actors of its
equivalent LCG tothe platform in such away that theiteration period of the LCG can be minimized. In order to achievethisgoal,
there is a need of defining a decision model that express the scheduling and mapping constraints as well as the objective
function that need to be optimized when scheduling and mapping the L CG to the CPS platform.

3.1 Schedulingand M apping Decision M odel

Let G, beaSDFG, GIog beitsequivalent LCG, P bethe platformonwhich GIcg isscheduled and mapped and Sbethefunction
that schedules and maps actors of GIcg to P.. Thethroughput of G_, is defined as the average iteration number of G, o PEN time
unitsin S. GIog achieves asingle iteration if all its nodes are scheduled and mapped onto the PG, If T is the iteration period

associated with G, o then the throughput 4 is measured astheinverse of theiteration period (i.e A = 1/T). Therefore, maximizing
the throughput of an SDFG impliesto minimizetheiteration period of itsequivalent LCG. In order to achievethis, weformulate
the following mathematical model to describe the scheduling and mapping problem for any LCG. Note that in the proposed
model, an actor is considered asanodeinthe LCG.

Variables

* S, The starting time of an actor a, in aschedule S

. Xru,ai : A binary variable set to 1 if the actor a is mapped onto the devicer  and O otherwise.
*Y: Theminimal iteration period.

Modd

s vy
foh_-;'m:a"é.r.'r? =minY

mn
Z XI'”‘G; — 1? V “'?" (1}
u=1
Sa, + z Xf'l,.u.,- "Fru,.u.,- S Su_f--: V(I.-j = aj- (2)
u=1
Sn,- + Z X}‘,,,n.,- 'gru,{:.,- S }f-. v . ('5}

4 u=1

(X'r',,.n,- " X‘:',,.GJ ) (Sn.,- + gr,,,u. J S Sﬂ_,-) V (Xr,,.u,- N Xr,,.n_J- ) (Sr}_,- + Er,,,u.f-) S

i

Sa.)s ¥ a;,a;. o 4)
Xy €{0,1}, VreR (5)
S, >0 (6)
LY >0 (7)

The objective function of this model isto map the tasks onto resources of the platform and order their executions so that the
constraints are satisfied and aminimum overall completion timeis obtained.
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Constraint (1) statesthat any actor of the L CG must be mapped on exactly one CPS device. Constraint (2) depictsthe precedence
constraint between two dependent tasksin the LCG. Indeed, for any actor a and a if there exists a precedence relation from a,
to a (ilea < a]), and if these actors are respectively executed over the resourcesr  and r, then, the starting time of a isgreater
or equal to the sum of starting and processing timeof a indevicer . For aniteration of the LCG, the constraint (3) statesthat the
finishing time of each actor islower of equal to the minimal iteration period. Constraint (4) statestherestriction that if any actor
a (or a]) isfirst assigned to resourcer , no other actor a (a) can start onto the resource until a, (or a]) iscompletely processed.
Constraints (5), (6) and (7) definethe range of optimization variables.

3.2Resolution Method for M apping and Throughput Computation
To solve this mapping problem and eval uate the maximum throughput, we split it into two different sub-problems.

Assuming that for any SDFG, the equivalent LCG does not contain cycles. In this case, the mapping problem refersto awell-
known NP-complete problem which ismapping aDAG to aparallel and distributed platform under communication constraints.
Several approaches have been proposed to tackle this kind of problem. In [1, 13], differents list-based heuristics have been
proposed that provide mapping solutions with reasonable computation times to solve this problem. However, in this paper, as
we assume that a L CG always contains cycles (e.g. see Figure 2b), we need to reduce the L CG structure into a DAG structure
without losing the semantic of the initial model. Afterwards, the DAG can be scheduled and mapped to the heterogeneous
platform using list-scheduling heuristics. Finally, according to the resulted schedule, the throughput of the CPS application
graph can be evaluated.

A useful technigue has been proposed in [3] to transform a graph that contains cyclesinto DAG and to map it on an homoge-
neous platform consisting of two processors. This transformation technique can be extended and used in the context of our
study totransform aL CG into aDAG. After transforming the LCG into DAG, existing heuristics[1, 13] for mappingaDAGtoa
heterogeneous platform should be implemented and compared by running them over various instances of LCG in order to
determine the ones that provides the optimal throughput reachable by the application graph of the CPS.

4, Conclusion and Outlooks

In this paper, we discuss the throughput evaluation of a CPS modeled with SDFG. First we provide aformal description of the
CPSplatform and application. Then, we formul ate the scheduling and mapping problem for maximizing the throughput of a CPS
application considering some resources constraints rel ated to the CPS platform. Today, the problem isnot solved yet, however,
research directions have been highlighted to tackleit. Asfirst perspective, we plan to propose an ecient algorithm to transform
the precedence constraint graph (i.e. the LCG) of a CPS application into a DAG that preserves the semantics of the original
graph. Afterwards, we plan to design and implement an efficient list schedule heuristic for scheduling and mapping the DAG to
the CPS platform in order to eval uate the maximal throughput reachabl e by the CPS application.
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