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ABSTRACT: Historical newspapers are a source of re-

search for the human and social sciences. However,

these image collections are difficult to read by machine

due to the low quality of the print, the lack of standard-

ization of the pages in addition to the low quality photo-

graph of some files. This paper presents the process-

ing model of a topic navigation system in historical news-

paper page images. The general procedure consists of

four modules which are: segmentation of text sub-im-

ages and text extraction, preprocessing and represen-

tation, induced topic extraction and representation, and

document viewing and retrieval interface. The algorith-

mic and technological approaches of each module are

described and the initial test results about a collection

covering a range of 28 years are presented.
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1. Introduction

The job of retrieving the content of historical newspapers

stored in photographic images and making their content

accessible for viewing by topic is described. Since each

historical newspaper is a closed collection of documents,

pre-organizing content by labeled topics is an effective

approach to cyber access to that content.

Newspaper texts have the primacy of being contempo-

rary to the facts, being rich in micro-details and circum-

stantial details to the fact reported. However, due to the

urgency of its publication, the critical and contextualized

analysis of events only occurs a posteriori, being the

object of social study. Thus, historical newspapers pre-

serve a rich moment of that society that must be pre-

served and rescued for analysis. That is why there are

large collections of historical newspapers in the form of

page images around the world which are of interest to

anthropologists, sociologists and historians in general [16,

12, 13]. However in this way of storing they are costly

and tedious to consult.

Transforming a collection of historic newspapers for digi-

tal access and consultation is challenging in many ways.

In the image in Figure 1, which shows one of these pages,

you can see the main causes of this difficulty [5].

The original pages on paper have been worn out due to

handling and in general are dry and brittle so that the

photograph of the pages is the first step most used be-

cause it is the least invasive. Due to factors such as lack

of standardization, text misalignment, page wear and poor

quality of photographs in some cases, the OCR (Optical

Character Recognition) [10] process often returns in-

complete words, noises of various types and discon-

nected passages.

As for the natural language processing tasks, it presents

other challenges. Note that a regional newspaper collec-

tion is a closed collection and as such may have a lim-

ited vocabulary resulting in searches using a broad
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Figure 1. Left: Journal O NORDESTE, from the Archdiocese of Fortaleza-CE-Brasil on July 10, 1943 (in Portuguese).

Rigth: Journal O Nordeste of 7/1/1943, p. 4 - Example of identifying text and non-text regions in an image

universal vocabulary that may not retrieve existing rel-

evant documents.

Because the collection of texts usually covers several

decades of years, the different contexts in which the

same subject appears over time creates a situation of

multiples contexts (multimodality of contexts) in the sta-

tistical representation of a topic. Unsupervised topical

modeling such as LDA (Latent Dirichlet Allocation) [4] is

useful in exploratory search however we need a search

directed by the user’s interest represented by a query.

The researcher has a specific query that may not be

frequent in the collection but whose occurrence is im-

portant and will not appear as a topic in LDA topical

modeling. These observations led us to develop a tech-

nique that we call induced topics in which the user pro-

vides one or more seed terms that should guide the char-

acterization of the topic of interest. The induced topic

procedure is performed as a post-processing stage of

the LDA and returns a vector of words representing the

topic signature which is used to retrieve the fragments

of text of interest.

In continuity, Section 2 describes the general proce-

dure and algorithms, Section 3 is about experiments and

results and the conclusion comes in Section 4.

2. Methods

Corpus Construction: Figure 2 shows the functional

blocks and information flows of the general procedure. It

is assumed that a collection of images from indexed his-

torical newspaper pages is available from which a col-

lection of documents indexed via OCR [10] is obtained.

This is a complex step involving image segmentation,

border extraction, extraction of text sub-images with dif-

ferent types and sizes of characters and finally the opti-

cal character recognition [3]. The effectiveness of this

phase can be as low as 60% due to the low overall qual-

ity of the original papers from which the page images

were obtained. However, the performance of the entire

process ahead depends on this step. This step was sup-

ported by the commercial software AbbyyFine Reader

CE © [14].

The output of OCR faces a preprocessing step that in-

cludes lexical standardization [7], noises and stopwords

removal, and stemming [9]. Lexical standardization was

necessary because a newspaper’s database spans de-

cades of years during which the lexicon undergoes sig-

nificant changes. The output is each text document rep-

resented as a list of lexical items with the entire collec-

tion forming a list of item lists. From this list, the TF-IDF

(term frequency - inverse document frequency) [9] repre-

sentation in the form of a term-document matrix is ob-

tained for the entire collection (right branch in the Figure

2).

Induced Topics: The approach here is algorithmic. The

reader interested in a principled approach to labeling top-

ics should consult [2, 11, 17, 8]. The intuition behind the

induced topic algorithm is to increasingly fragment the

unsupervised topics obtained by LDA and regroup them

by inspection, using the seed words, until you get an

outline close to the target structure. This procedure is

formally described in Algorithm 1.

Initially, the number of topics of interest N and one or

more seed words for each topic are assumed to be avail-

able. The definition of the number of topics of interest and

the seeds comes from knowledge of the context or do-

main of application. The search for a single induced topic

is an instance. Note that the procedure can also be ap-

plied by defining more than one seed word for each topic.

First, the LDA algorithm [4] is applied to the corpus with

the number of topics M = nN as the input parameter.

This fragmentation of LDA topics aims to model the sta-
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tistical multimodality of context in the corpus. The return

of the LDA is the set of words that make up each topic

with their relative weights in the topic. Note that the same

word can be on different topics but usually with different

weights. It is possible that this unsupervised procedure

returns an outline in which one or more seed words do

not have a relevant weight in the LDA topics. In this case,

the process is repeated with an increasing number of top-

ics, increasing n, until a desired configuration is obtained.

The Induced Topic introduced here functions as a Query

Expansion [9, 15] in which each topic is represented by a

signature with K words with the words seeds not repeated

in other topics. To obtain them, we used the following

greedy search algorithm applied to the results of the LDA:

for each seed word, it searches on which topics the word

Figure 2. Flow diagram for retrieving and processing images

from historical newspaper pages and modeling text topics

is the most important. These LDA topics are labeled with

that word and the process continues until you label all

topics.

Then, each set of LDA topics labeled by the same seed

forms an Induced Topic. Then the next most important

word in each topic is taken. If there is no repetition be-

tween topics, each one is added to your group’s signa-

ture. Each word assigned to a topic is subtracted from

the other topics where it appears with lower weights to

ensure mutual exclusion. If the same word has the high-

est weight in two or more groups, it is allocated to the

group where the weight is greatest. The process is re-

peated until each topic is represented by K words, where

K is a predefined value. In this work, each topic was rep-

resented by K = 10 words. Correction in this general pro-

cess is included to handle exceptions.

Information retrieval: It begins by representing the sig-

nature of the topical query in TF-IDF in the space of terms

in which the corpus was represented. The cosine similar-

ity measure [9] given by

cos (x, y) =
x, y

||x||.||y||

is then used to rank documents by importance. In this

equation, x and y represent the TF-IDF vectors for the

topical query and the document respectively, and x:y rep-

resents the dot product. An additional feature is that a

minimum number of terms in each document can be set

to filter documents of interest by size. This characteristic

proved to be useful for a fragmented corpus obtained by

OCR on the poor quality originals of historical newspa-

pers.

3. Related Works

This section presents a brief review of works directly re-

lated to this project. This being a systemic project con-

sisting of the composition of multiple algorithms such as

image segmentation, OCR, text classification and topi-

cal models, it is noted that each of these tasks could

generate its own literature review. So it was decided to

focus this section only on systemic works [1, 19] and

works on topical models [18, 6], which is where the main

contributions of this project are.

Regarding the systemic project, the works closest to it

are [1, 13]. In [1], Allen presents a framework for image

processing of historical newspaper pages very similar to

that used in this project in the early stages. However, the

author does not propose ways to organize or visualize

knowledge in the final stages.

The work [13] describes a process for creating an inter-

face for accessing the archives of two old Swiss newspa-

pers based on several textual processing steps including

indexing, computation of n-grams and entity recognition

and ending with a web interface for access by end users.

Some of the text processing techniques are also used in

this project.

In relation to labeled topical  modeling, the works closest

to this are [2, 11]. In [11] it is proposed the anchor-words

algorithm for the formulation of meaningful topics. The

method infers a topical model by finding a hull convex of

the words in co-occurrence in the high dimensional space.

On the other hand, the work [2] starts from this previous

one and proposes a version that projects the data in a

two-dimensional space to obtain an approximate solu-

tion that, according to the author, improves the clarity of

the topics and shows users why the algorithm chooses

certain words.

The weakness of these works, recorded in the literature,

is that the algorithm that chooses the anchor words often
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chooses inappropriate words, greatly reducing the effec-

tiveness of the method. This project’s proposal to over-

come this weakness is due to the careful ad hoc early

choice of seed for each topic.

Algorithm 1: Pseudo-code for the induced topic algorithm. The algorithm is based on human assisted

fragmentation and regrouping of LDA topics.

Data: C, a corpus of text documents, a set of S = {s
1
, ..., s

N
} of N seed words, one for each topic, and the

desired number

of words per topic K.

Result: N sets of K words, each set containing a topic seed word, with mutual exclusion.

1: for n  1 to 10 do

2: Get the LDA with n N topics;

3: if each_seed_word_is_a_relevant_term_in_any_o f _the_topics then

4: Regroup: Assign each LDA topic to a seed word;

5: Complete K words per topic with mutual exclusion using the terms and weights of the

LDA topics;

6: break();

7: end if

8: end for

9: return Return failure; % Refine the words seeds.

This method is called induced topics. As described in the

previous section, induced topics work on the results of

the LDA algorithm taking advantage of the theoretical

framework of this method.

4. Data, Experiments and Results

In this section, proof-of-concept experiments are described

and evaluated. The entire actual archive of images from

the pages of a historic regional newspaper in Portuguese

has been recovered and processed.

To evaluate the performance of the approach introduced

here, a two-step procedure was built. First, in view of the

impossibility of labeling hundreds of thousands of short

and larger texts by subject, a topical modeling with fifty

topics was obtained by the human assisted induced topic

procedure described in Algorithm 1. This labeling was

taken as ground truth.

Then two simple topic queries using a single seed word

are performed and evaluated using two performance

metrics: precision and top_20_precision. Precision is

calculated using the ground truth obtained by induced

topics and top-20-precision was calculated based on the

manual examination of the texts by an expert. Top-20-

precision provides precision in the first 20 best-ranked

documents.

Precision and recall are two relevant metrics in Informa-

tion Retrieval. They are calculated from the data of a Con-

fusion Matrix by the equations:

precision =
     tp

t p+ f p

recall =
     tp

t p+ fn

where t p stands for True Positive, f p stands for False

Positive and f n stands for False Negative. However, note

that due to the impossibility of manual verification (label-

ing) of a large amount of texts and also due to the mini-

mum threshold mechanism in the value of the cosine

similarity imposed in the generation of the confusion

matrix, the calculation of the recall is not significant in

the context of this experiment, although it is relevant to

the application in question. Thus, racall values are not

shown. The applied cosine similarity threshold was se-

lected to generate a manageable volume of data.

4.1. Data set

The corpus used for this work, in Portuguese language,

was entirely built by the authors. It represents the photo-

graphic (digital) rescue of 36,617 images of pages from

the O NORDESTE newspaper, published by the Catho-

lic Archdiocese of Fortaleza-CE-Brazil, during the pe-

riod from 1922 to 1964. We use quotes for Portuguese

words.

The low quality of the paper originals, in addition to the

typology worn by time, made it difficult to capture the

words. To quantify these notions, on a typical page the

text subimage taken at random has 532 words, OCR was

able to rescue 318 words, representing almost 60%. This

percentage improved to 78% in the last editions (1960

and 1964) and reduced to less than 50% in the editions

of the 1920s, due to the quality of the paper and the

wear of the letters.

This, however, still does not mean that 60% of the words

are useful, since the lexical corrections and standard-

ization, inverted accents, line breaks and others must
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still be applied. As the spelling of the time was very dif-

ferent, then the adjustment of the corpus was something

important to be done.

For the topic ‘eleição’ 20, 684 texts were labeled- and for

the topic ‘educação’ 67, 282 texts were obtained, out of

a total of 6167052 texts in the corpus, which represents

0.34% and 0.11%, respectively. This imposes a heavily

unbalanced text categorization task. These numbers re-

fer to all types of text that have been targeted. They in-

clude short or long texts, loose sentences, small adver-

tisements or fragments of text.

4.2. Topical Queries

Topical query for ‘eleição’: The first topical queryused

the seed word ‘eleição’. For this query, the topic signa-

ture for K = 10 resulted in S
el

 =

‘e leição’, ‘par t ido’, ‘seção’, ‘mesa’, ‘pleito’, ‘voto’,

‘presidente’,‘ chapa’,‘titulo’,‘urna’} and the cosine simi-

larity threshold was experimentally adjusted to return a

small number of results. Since these are highly unbal-

ance one-class classification experiments, only the pre-

cision metric was calculated here. The other two metrics

commonly used to evaluate information retrieval algo-

rithms, Recall and F1-measure, are not useful to calcu-

late in this context. Both are evidently very low.

Table 1 shows the confusion matrix obtained in this test

for cos(x, y)  0.82. The precision performance in dex

resulted in precision = 88=102 = 0:8627 or 86.27 %. On

the other hand, when considering only the first 20 texts

retrieved in order of relevance (top 20) as positive (total

of the first column of the confusion matrix) in this test.

The ground truth in this table was carried out a posteriori

by reading the recovered texts. It can be seen that most

of the recovered texts actually deal with the consulted

topic. The top 20 precision for the ‘eleição’ query, how-

ever, was top_20_precision = 17/20 = 0.85 or 85%.

Topical query for ‘educação’: The topic signature for K

= 10 resulted in S
ed

 = {‘educação’,‘faculdade’,

‘instituto’,‘nacional’,‘universidade’,‘curso’,‘direito’,

‘brasil’,‘trabalho’,‘grupo’}. The confusion matrix obtained

in this test for cos(x, y)  0.88 is shown in Table 1. The

precision performance index resulted in precision = 222/

235 = 0.9464 or 94.64 %.

The first 20 texts retrieved as positive (total of the first

column of the confusion matrix) were ordered decreas-

ing in relevance. The ground truth was carried out a pos-

teriori by reading the recovered texts. It was seen that,

also in this test, most of the recovered texts actually deal

with the topic consulted. The top-20 precision for the

‘educação’ query, however, was top_20_precision =

19=20 = 0.95 or 95 %.

5. Conclusion

The concepts and methods adopted in the design of a

System of Processing and Navigation by Topics in Im-

ages of Pages of Historical Newspapers were described

and the results of a proof of concept evaluation were pre-

sented and analyzed. In addition to the contribution to

the systemic project, this work proposed and preliminar-

ily evaluated a semi-supervised approach to the problem

of the generation and organization of subjects by topic.

Specifically, starting from one or more seed words per

topic, the algorithm extends the topic coverage by pro-

cessing the LDA output to build the topic signature which

will be used as a topical query.

A third contribution of this work was to build a new data

set of images of pages of a historical newspaper through

the photographic (digital) rescue of 36,617 page images

of the O NORDESTE newspaper, published by the Catho-

lic Archdiocese of Fortaleza-CEBrazil in the period from

1922 to 1964. The proof-ofconcept evaluation produced

encouraging results.
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