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An Approach Based on Time-Series and Neural Networks for Safety Railway
Incident Prediction

ABSTRACT: Every day, thousands of people travel by train, not escaping the leniency of unforeseen events, the fluidity of the
rail network being able to be disrupted by equipment breakdowns. Therefore, predictive maintenance is relevant and
necessary to help anticipate these breakdowns and thus act against any mechanical, electrical, or technical constraints or
obstacles that could disrupt or prevent the normal circulation of trains. This process is carried out using artificial intelli-
gence approaches and various machine learning and deep learning models. This article will implement an approach that
combines two essential concepts: time series and neural networks. We will start with the univariate analysis of the number of
failures per day using a range of machine learning and deep learning algorithms, namely LSTM, BiLSTM, GRU, and SVR. The
results show that we manage to minimize the prediction error; for example, with the GRU model, we get an RMSE of 0.487, but
with increasing data, we get an RMSE of 0.463.

Moreover, the problem encountered is the detection of peaks; the models cannot detect outliers, hence the use of the SVR
model, which gives better coordination between the test data and the predicted data, with a gamma value of 0.03. Then, we
tested the VAR model and the LSTM with several outputs; the latter gives satisfactory results with an accuracy rate of 92%
and an RMSE of 0.006. Finally, we address the problem of classification of the nature of failures. We used several machine
learning algorithms, such as SVM, KNN, Random Forest, then tested a method of “Ensemble Learning,” the Vote. In the latter,
we combined the three algorithms used previously, which increased the accuracy of the test to 61.73%. 
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1. Introduction

Due to rapid technological advancements, predictive analytics has propelled the AI market by going beyond understanding
historical data [1]. Machine learning approaches can handle multidimensional and multivariate data and extract hidden relation
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ships within data in complex and dynamic environments.

Predictive analytics can predict failures before they occur by detecting warning signs in real-time, such as a significant change
in vibration, temperature, or machine pressure. But several obstacles have hindered its development until now. First of all, it is
difficult for companies to set up a data analysis strategy [2], and there is a risk of incorrect fault diagnosis.

This paper is the continuation of an already initiated work, which aims to implement an intelligent platform dedicated to railway
transport; in this paper, we will present an approach based on time series and neural networks for the prediction of faults and
their impacts and their classifications—developing a deep learning approach that combines time series and neural networks, to
have better accuracy, by comparing the difference in performance between several models and algorithms: the VAR, SVR, LSTM,
BiLSTM, and GRU for prediction and the SVM, KNN, Random Forest, and voting for the classification of the nature of the
failures.

This paper is organized into six sections; section 2 will present the context, next section 3 will overview the theoretical frame-
work, then section 4 will present some related works, after section 5 will present the case study to apply the different techniques
used, and finally a discussion of the results obtained in the last section.

2. Context

Rail systems are one of the most important means of transportation and play a crucial role in the global economy. Compared to
other means, railroads offer a more comfortable experience. In addition, they are more affordable, which makes them one of the
most popular means of transportation. Railroad tracks are one of the most important components of rail systems. However, the
continuous impact of the repetitive passage of trains, the high speed of the railway network, the axle load, and the environmental
conditions cause the deterioration of the rails and machines. The presence of even a small defect in the tracks or machines can
lead to more severe defects, resulting in substantial maintenance costs and reducing the reliability and availability of the
system.

The fault repair process requires an agent to travel to the fault site to diagnose the fault for repair. To do this, a history of
breakdowns must be available, the aim being to carry out an analysis on several aspects: Statistical, temporal, diagnostic, and
maintenance [3]. However, logistical constraints follow the maintenance teams.

This work is part of implementing a breakdown forecasting system. The operations and maintenance teams can be notified a
week or even a month before the breakdown of assets. This work is part of the implementation of a breakdown forecasting
system so that the operations and maintenance teams can be notified a week or even a month before the breakdown of assets,
allowing them to establish precise schedules and resources thus avoiding eliminating a service train and disrupting the system.

The value of this work is to implement several models adapted to the prediction of failures, the impact of these failures on the
regulation, and the classification of the nature of failures by using machine learning and deep learning approaches on datasets
retrieved from the SNCF open data, to implement a predictive analysis that will be extremely useful and valuable in terms of long-
term planning.

3. Theoretical Framework

In this section, we present briefly the methods and models used.

3.1. Time Series
Time series forecasting is a crucial area of machine learning, as various forecasting problems have a temporal component. A
series of observations taken chronologically is known as a time series [4].

3.1.1. Principle
A time series is a set of observations measured sequentially in time. The researchers continuously make these measurements
and consider a discrete set of points in time.  [4]

Time series forecasting uses historical values and associated patterns in predicting future activity. This process normally
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includes trend analysis, cyclical fluctuation analysis, and seasonality issues. [4].

3.1.2. Univariate and Multivariate Time Series
The number of values during a particular point of time identify the variation between a univariate (UTS) and multivariate (MTS)
time series [5]:

Figure 1. Multivariate analysis with 2 dimensions

Multivariate time series analysis aims to analyze several time series together. Its rationale is the potential presence of interde-
pendencies between the different time series [5].

These interdependencies, when adequately quantified, can lead to animprovement in the reliability of forecasts [5].

3.2. The Models
3.2.1. Models used for the Prediction of Time Series
VAR :
• The vector autoregressive (VAR) model is commonly used for multivariate time series analysis [6].

• In some environments, the variables of interest are linearly related, and the VAR model is normally a good option for represent-
ing and predicting the behavior of dynamic multivariate time series. 

• The VAR model is an extension of the univariate autoregressive model.

LSTM
• LSTM is the acronym for “long short-term memory networks.” A variety of recurrent neural networks (RNN) have the ability for
learning long-term dependencies, during the  sequence prediction issues. The LSTM is capable of receiving inputs which leads
to understand the process the entire data sequence, except for single data points such as images. It is a particular type of RNN,
which exhibits exceptional performance in a wide variety of problems [5].

•  Using a series of gates, forget gate, input gate, output gate, each with its own RNN, LSTM manages to retain, forget or ignore
data points based on a probabilistic model.

• The input gate updates the cell state, and the output gate determines the value of the next hidden state. This state contains
information about the previous inputs. The forget gate decides which information can be considered into account and which
can be ignored.

• BI-LSTM
Bidirectional recurrent neural networks (BRNN) link two hidden layers of different directions to the same output [8]. Given the
form of deep generative learning, the output layer will receive data from the two states such as past (backward), and future
(forward) at the same time [5].

A bidirectional LSTM, or biLSTM, is a sequence processing system which has normally two LSTMs: the first receives the input
in a forward direction and the next in a backward direction. BiLSTMs thus enhance the value of data given in the network, which
ultimately improve the context open to the algorithm.
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• GRU: Gated Recurrent Unit
Gated Recurrent Units (GRU) are a gating mechanism in recurrent neural networks. GRU is like a Long Short Term Memory
(LSTM) with a forgetting gate but has fewer parameters than LSTM, as it lacks an exit gate [9].

The structure of the GRU allows it to adaptively capture dependencies of large data sequences without discarding information
from earlier parts of the sequence. This is possible thanks to its gate units, similar to LSTMs [9].

• SVR: Support Vector Regression
The issue in the regression is to find a function that equals the mapping of an input domain into real data based on a training
sample [10].

The SVR has considered as an effective tool for real-valued function estimation, even it not much known.  In the supervised
learning approach, SVR deploys a symmetric loss function, which equally penalizes high and low estimation errors [10].

3.2.2. Models used for Classification
SVM
The SVM, a machine learning algorithm that can be applied for classification or regression problems.

It employs a method which is named as “kernel” to transform the data. Further based on these changes, it finds an optimal
boundary between the possible outputs. We can also state that it performs extremely complex data transformations and then
determines how to separate the data based on the defined labels or outcomes [11]. In the SVM algorithm, it is a matter of
considering each piece of data as a point in an n-dimensional space, where n is the number of features and the value of each is
the value of a specific coordinate. The next step is to classify by identifying the hyperplane that differentiates the classes [11].

KNN
• K-Nearest Neighbours is a standard classification algorithm which considers particularly on the choice of the classification
metric. It is “non-parametric” (only k must be fixed) and is formed mainly on training data [12]. The K-NN algorithm takes the
relevance between the new case/information and the available cases and places the recent case in the most similar category to
the available ones.

• The K-NN algorithm stores all available data and classifies a new item based on its similarity. This process means that when a
new data item appears, it can be easily classified into a well-fitting category using the K-NN algorithm [12].

Random Forest
• The "forest" formed is a set of decision trees, most often trained with the "bagging" method. The principle of this method is
that the combination of several models increases the global result. Indeed, the random forest gathers a set of decision trees and
combines them to achieve a more accurate and stable prediction [13]. One of the significant advantages of random forest is that
it can be used for classification and regression examples, which constitute the majority of current machine learning problems. Let
us consider random forest in classification since the classification is sometimes considered the cornerstone of machine learning.

Voting
• Voting or a 'majority voting ensemble' is a 'machine learning ensemble' model that combines the predictions of several other
models [14]. It is a technique that can improve model performance, ideally achieving better performance than any individual
model used in the ensemble.

• A voting ensemble works by combining the predictions of several models for classification or regression. In the case of
regression, we calculate the mean value of the models' predictions. For classification, the forecasts for each label are summed,
and the process predicts the label with the most votes[14].

4. Related Work

This section presents the related work carried out in this perspective. Firstly, a multitude of papers that focus on the use of time
series for fault prediction in different use cases and in particular in the railway domain, in [15] an approach combining three-
dimensional convolutional neural networks (3D CNN), LSTM, and a fully connected neural network (FCNN) has been realized
for the prediction of the delay of Chinese and Dutch trains. The results clearly show that the prediction errors of the CLF-Net are
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lower than those of the basic models (Markov model (MM), Artificial neural network (ANN), Support vector regression (SVR),
Random forest (RF), and others) for the different railroad lines, so it showed satisfactory performance in predicting different
delay times.

Secondly, authors in [16] predict train delays using a deep learning model while considering the interactions and propagation of
delays between trains in a group. The contribution of this work has proved as a RNN prediction model (LSTM) where the real
delay time is the dependent variable. It is more effective to assess the prediction effect of the model, two benchmark systems are
chosen and compared to the LSTM model: the random forest (RF) model and the artificial neural network (ANN) model. The
LSTM model has better MAE and RMSE values, and its prediction accuracy reaches 86.91% in the 30s.

However, for [17], authors opted for the ARIMA model for trend analysis and prediction processes allows for advance predic-
tion when the train is due for maintenance, which provides for maintenance to be performed before the train experiences adverse
conditions.

Next in air transport [18] and in order to predict the remaining useful life of aircraft engines, they used ARIMA to estimate the
values of the predictor variables. Then, they used the result of the previous step as input to a support vector regression model
(SVM).

In addition, and from the analysis of this state of the art, we notice that univariate prediction is very present in the research
works, unlike those related to multivariate analysis of time series, rare are the use cases of prediction with multiple outputs in the
case of multivariate time series and working with different types of data, numerical and categorical. In addition, the use of deep
learning approaches is useful and gives better results in terms of accuracy but this depends on the nature and size of the input
data. This does not deny the performance provided by machine learning algorithms in some cases of using time series for failure
prediction.

Finally, it has been noticed that few works are working on a set of problems at the same time. Hence the particularity and the
originality of this work which will consist in the use of a dataset containing categorical data, to make the univariate prediction
of the number of failures per day, then the prediction of the delays of the trains which will be an embodiment of the multivariate
case and finally to make the classification of the natures of the railway failures.

5. Case Study

5.1. Data Sets
The data used are those of the SNCF accessible in Open Data. They contain the origin, type of incident, date, nature of incident
by region, location, and severity of all safety events involving a malfunction of the railway system, whether of internal or
external origin since January 2015, supplemented by regularity data from the same source.

An RSE is a safety incident related to the actual movement that endangers or is likely to endanger the lives of people transported
and in the vicinity of railway facilities, including staff, employees of service providers, and subcontractors.

5.2. Data Visualization

Figure 2. Cumulative incidents since 2015
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Figure 3. Distribution of incidents by nature

Figure 4. Cumulative delays by Nature
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5.3. Approach
To make the prediction of the number of breakdowns per day, we will be led to have a distribution of time series, containing the
dates of occurrence of the breakdowns and the number of breakdowns, for this step we will use different methods and algo-
rithms used in the prediction with univariate time series, such as the model LSTM, BiLSTM, GRU and SVR that we will evaluate
later.

In order to predict the delays of the incidents, which are decomposed in direct delay of the train in breakdown, indirect delay of
the other trains that are stopped not to disturb the railway traffic and the total delay accumulation caused by the breakdown in
minutes, we will need to take into consideration all the other factors that can impact the delay of a train, namely, the date, the
nature of the breakdown in question, the series of the material that has broken down, we will resort to the techniques used for
the multivariate time series, such as the VAR and LSTM.

In order to have a preliminary vision on the incidents to be faced soon, we will have to classify the nature of the breakdowns,
while taking into account the delays caused by the said breakdown and the series of the train, we will have to process the
categorical data, then will apply the various algorithms of automatic learning, as well as SVM, KNN, Random Forest, and other
techniques of "Ensemble Learning".

5.4. Data Pre-processing
The time component has its own technical constraints: time zones, daylight saving time and different format All of these
components can potentially be problematic. You have to spend the necessary time and visualize your data to make sure that
these parameters are correct and constant.

A good technique to avoid headaches with time formats is to store all time components in a single numeric 'timestamp' format in
the same time zone (typically UTC). This way all dates and times have a clear and unambiguous meaning.

Then, it is strongly advised to regularize your time series, i.e. to make all time intervals constant. There are several techniques,
the simplest being to round the time component to the nearest hour, minute or other unit. This usually gives very good results
and avoids the implementation of an interpolation algorithm.

Finally, to include the nature of the failures and the series of the train in failure, we must make a categorical data encoding and
we will use the Label Encoding, this approach is very simple and consists in converting each value of a column into a number.

5.5. Results of the different models
Number of failures per Day:
We compiled the different models with the 'ADAM' optimizer, we used the Early Stopping method to avoid the Overfitting
problem and finally the Jittering method of data augmentation, it is an additive noise to the data.

Figure 5. Loss of LSTM
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LSTM:
For the configuration of the model architecture, we used an input layer of 128 units and 3 Dropout layers with a rate of 0.5 as a
regularization method. Then, for the hidden layers, we used 5 LSTM blocks of 32 units and two Dropout layers with a rate of 0.7
and finally a single output layer.

Then we display the predicted and actual values in the same graph, which gives the following graph:

Figure 6. LSTM Predicted values Vs real values

LSTM –AUG:

Figure 7. Loss of LSTM AUG

BILSTM:
For the model configuration, three blocks of the bidirectional LSTM of unit equal to 32, a single Dropout layer of rate 0.7 and a
single output layer were used.
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Figure 8. LSTM AUG Predicted values Vs real values

Figure  9. Loss of BILSTM

Figure 10. BILSTM Predicted values Vs real values
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BiLSTM-AUG:
Using the same architecture of the Bidirectional LSTM explained before and applying the “jittering” function of data augmen-
tation, we obtain the following graph of loss versus several epochs:

Figure 11. Loss of BILSTM AUG

Figure 12. BILSTM AUG Predicted values Vs real values

GRU
For the configuration of the model architecture, we used an input layer of unit 32, with the L2 regularization method of a
hyperparameter of 0.02 and 3 Dropout layers with a rate of 0. 2 as the regularization method. Then, for the hidden layers, we used
5 GRU blocks of unit 32 and a single Dropout layer with a rate of 0.7, and finally, a single output layer.

SVR:
After preparing the data and normalizing it with Min_Max_Scaler, and separating the data into 70% for training data and 30% for
testing.

The most important SVR parameter is the type of kernel. It can be linear, polynomial or Gaussian, here we select an RBF kernel,
a Gaussian type. We tried the model with two 'gamma' rbf kernel coefficients, let's see the results:
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Figure 13. Loss of GRU

Figure 14. GRU Predicted values Vs real values

GRU-AUG

Figure 15. Loss of GRU AUG
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Figure 16. GRU  AUG Predicted values Vs real values

Figure 17. SVR (0.01) Predicted values Vs real values

SVR Gamma = 0.03:

Model SVR SVRSVR LST BiLST
Gamma0.03 Gamma0.01 LSTM BiLSTM GRU MAUG MAUG GRUAUG

MSE 0.772 0.553 0.234 0.237 0.226 0.195 0.237 0.214

RMSE 0.879 0.744 0.484 0.487 0.487 0.476 0.487 0.463

The results of the different models are detailed bellow:

Table 1.  Results of the Different Models
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Model VAR

RMSE  Direct delay :        424,54&

 Indirect delay :      166,33&

 Cumulative:            586,82

MAE  Direct delay :        411,21

 Indirect delay :      166,25

 Cumulative:           577,28

Table 2.  Var Results

Figure 18. SVR (0.03) Predicted values Vs real values

Results of the different models

· Cumulative Delays : Direct, Indirect and Cumulative

- VAR

We proceeded to a series of tests on the dataset before  applying our model:

• Causality with Granger causality

• Co-integration

•  Stationarity

Next, we will calculate for each series the following evaluation metrics:

SVR Gamma = 0.01:
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We notice that the RMSEs values for each series are very high.

Given the dissatisfaction of the results provided by the VAR model, we will try with the deep learning approach with the LSTM
model.

- LSTM
First, to include the nature of the failures and the series of the train in loss, we must make a categorical data encoding. We will use
Label Encoding; this approach is straightforward and consists of converting each column’s value into a column number.

Next, we have to resort to the normalization of numerical data to alleviate the concern of our data’s different orders of magnitude.
After that, we divide our data into a training set with 70% of the total dataset and a test set with 30%.

The activation function we used is the one used by the default model. The model is trained 500 times with a batch size equivalent
to 32 and compiled with the “ADAM” optimizer.

Finally, to evaluate our model, we have to calculate the following metrics, and we notice that the RMSE is very low compared to
the results obtained before, with a value of 0.006.

Model LSTM

RMSE 0.006

MAE 0.003

Table 3.  LSTM Results

· Classification of the nature of failures :
In order to determine the nature of the failure that will occur, we will proceed the classification of failures by nature.

- KNN
In order to choose the best value of k, we compare the accuracy of the model for each value of k, to choose the hyperparameter
that gives the maximum accuracy. In this case the best value of k is 18 with an accuracy of 0.604.

After having made the predictions with the KNN model of parameter 18, we recalculate the accuracy to obtain a value of 61.3%.

- SVM
Now we move on to applying the SVM model, which we will test with different types of kernels to choose the one that gives the
best results.

After training the SVM models with different types of kernels, we move on to the evaluation; we notice that the RBF kernel gives
the best results with an accuracy score of 57.84% and an F1 score equal to 47.25%:

Kernel Accuracy F1

Polynomial 42.73% 25.58%

RBF 56.84% 46.25%

Sigmoid 36.41 % 29.23 %

Table 4. SVM Results
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- Random Forest
The performance results of the Random Forest model give as accuracy score 62.2%.

- Voting
A Voting classifier is a machine learning model that trains on a set of many models and predicts an output class based on the
highest probability of the class chosen as output. To apply this method to our database, we use the three classifiers seen before:
k-Nearest Neighbors, Random Forest and SVM. The results of the Voting model, which includes three classifiers, give an ’accuracy’
score for the test data of  61.73%, and for the training data of 64.66%.

Model KNN RF SVM Voting
Classifier

Accuracy 61,3% 62,2% 57.84% 64.66%

Table 5. Classification of failures by Nature

The table below presents the different accuracy values obtained in the problem of classification of the nature of failures, using
other methods and several algorithms:

6. Discussion of the Results

In this section we will discuss the results obtained on the simulation section presented before.

So after the realization of the models, we obtained the first result in favor of the SVR model in the prediction of the number of
breakdowns per day, LSTM for the prediction of delays, and Voting in the classification of the nature of railway breakdowns. 

- Number of breakdowns per day
For a distribution that varies between 0 and 32 breakdowns per day, we notice that the error between the actual values and the
one predicted in most of the models does not even reach 1, i.e., The model is wrong in its predictions with less than one
breakdown.

In terms of conclusion, the data augmentation method minimizes the error with a very minimal value compared to raw data.

For a distribution that varies between 0 and 32 breakdowns per day, we notice that the error between the fundamental values and
the one predicted in most of the models does not even reach 1, i.e., The model is wrong in its predictions with less than one
breakdown.

In terms of conclusion, the data augmentation method minimizes the error with a very minimal value compared to raw data.

Thus, for the SVR model, we notice that it gives better coordination between the test data and the predicted data, especially with
a gamma value equal to 0.03

- Direct, indirect and cumulative lag
We notice that the values obtained by the LSTM model are acceptable and even promising compared to those obtained with the
VAR model, and it reaches an accuracy of 92%.

- Classification of the nature of failures
The results show that the Voting Classifier gives the highest value of test accuracy with 61.73%; we can explain by combining
the three models for a learning set. 

7. Conclusion

Unlike simpler classiûcation and regression problems, time series problems add the complexity of order or time dependence
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between observations. The contribution of our work lies in exploiting the techniques used in the cited research and trying other
new ones to compare the different results as well as working with time series containing other categorical characteristics and
doing the same with multivariate time series, whose output will be multivariate and not only the input as in the research work.
Moreover, the originality of the work is presented through the combination of different approaches in the same work, namely the
prediction of univariate and multivariate time series and classification.

IoT-based predictive maintenance helps monitor, maintain and optimize assets for better availability, utilization, and perfor-
mance. It also provides better visibility into assets via real-time monitoring, predicting machine failures, and identifying parts
that need to be replaced. For future work, we will integrate connected devices, sensors, and big data technologies to improve its
maintenance operations.

For future work, we will adopt the integration of connected devices, sensors and big data technologies to improve its mainte-
nance operations. IoT-based predictive maintenance helps to monitor, maintain and optimize assets for better availability,
utilization and performance. It also provides better visibility into assets via real-time monitoring, which can predict machine
failures and identify parts that need to be replaced.
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