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ABSTRACT: To satisfy the robust requirement when
designing fault identifying method, this paper proposes a
novel method to identify sensor fault. Conventional fault
identifying method could only classify fault into explicit
set. Yet, when a novel faulty pattern occurs, the
conventional method can not identify this new pattern and
will classify it into a set known ahead of time. For the
purpose of robustness of fault identifying method, the
supervised classification and the unsupervised clustering
are integrated together. Faulty features are extracted with
wavelet package decomposition to train the supervised
classification algorithm and the unsupervised clustering
algorithm. As the supervised classification method,
Support Vector Machine (SVM) is utilized to classify those
faulty patterns known ahead of time into explicit set for
the purpose of identifying faulty pattern. As the
unsupervised clustering method, subtractive clustering
method is utilized to identify the novel fault pattern.
Therefore, SVM and subtractive clustering are integrated
to identify sensor fault pattern even when novel faulty
pattern emerges. The applicability and effectiveness of
the proposed method is illustrated by flow sensor data in
an engine fuel providing system. The result shows that
the method adopted provides better performance
compared with conventional method while satisfying the
robust requirement of fault identifying method.
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1. Introduction

Many different methods have been proposed to identify
fault in many areas. One of these methods, observer is
more useful when the system mathematical model is
known ahead of time. But in many applications, accurate
system mathematic model is not available. Therefore,
some methods without mathematical model have been
proposed. Among these, pattern recognition is an effective
method for fault identification [1] [2] [3]. Firstly, the method
adopted with pattern recognition collects history data
under normal condition and faulty condition. Then, the
supervised decision making algorithm is trained with the
feature samples that have been extracted from history
data and belong to explicit set of each pattern [4].
Therefore, the algorithm possesses the capability to
classify new samples into different sets to identify faulty
pattern. Yet, fault identifying method based on pattern
recognition should satisfy the robust requirement. Namely,
it should identify the novel pattern which dislikes any faulty
pattern known ahead of time when novel fault occurs [5].
[6] and [7] propose fault identifying methods with SVM
and neural network respectively. But, they do not satisfy
the robust requirement to identify the novel faulty pattern.
The proceeding methods could not satisfy this competitive
requirement that is focused in this paper.

Recently, SVM and Neural Network (NN) have become
two important supervised classification methods [6] [7].
By the contrast with NN, SVM possesses better
performance with higher accurate identifying rate
especially when only few samples available [6]. So, SVM
is chosen as the supervised classification method to
identify fault patterns which are known ahead of time. To
satisfy the robustness requirement of fault identifying
method, subtractive clustering is integrated with SVM to
propose a novel model. As a simple clustering analysis
method, subtractive clustering is adopted to identify novel
faulty pattern. To achieve feature samples, feature
extraction method is proposed in this paper. Because
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wavelet package provides further decomposition for faulty
signal in both coarse scale and fine scale, it extracts
faulty feature accurately when fault occurs. Therefore,
wavelet package is adopted to provide training samples
for SVM and subtractive clustering.

This paper is organized as follows. Section II presents
the theorem of wavelet package decomposition and
proposes each step of feature extraction algorithm. Section
III presents the theorem of SVM and proposes multi-
classification for fault classification. In Section IV, we
introduce the theorem of subtractive clustering. In Section
V, we describe fault identifying model established and
interpretation of its principle. Section VI shows how to
apply this model into flow sensor fault identification in the
engine fuel providing system. Finally, we present
meaningful conclusion.

2. Feature Extraction with Wavelet Package
Decomposition

Short-Time Fourier Transform (STFT) possesses linearity
characteristic when decomposing the frequency domain.
Though multi-resolution of wavelet transform could
decompose signal into time-frequency domain, its scale
varying in binary mode results into low frequency
resolution in high frequency domain and low time resolution
in low frequency domain. Wavelet package decomposition
provides a more subtle analytical method that decomposes
the high frequency domain even further. So, the time-
frequency resolution is improved [8]. Figure 1 provides an
illustration for three-layer wavelet package decomposition.

Figure 1. Architecture of three-lay
Wavelet Package Decomposition
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Wavelet package can decompose the signal into different
scales. Then, different feature is achieved from each scale.
Each step of the feature extraction algorithm is described
below.

(1) Standardize sensor signal X

X = D−1 [ X − E ( X )]σ   (1)

where E ( X ) is mean value of X and D−1 is standardσ

deviation of X. This step eliminates the influence of different
sensor value.

(2) Decompose X into three layers with wavelet package
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(3) Process the vectors above with reduction algorithm as
follow.

1) Calculate the reduction threshold of each vector with
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3. Multi-classification with Support Vector Machine

SVM is regarded as the replacement of conventional
classification methods, especially when small sample
available and in nonlinear situation [9] [10]. It possesses
better performance for generalization. SVM model is
established based on Vapnik-Chervonenkis Dimension
theory and structural risk minimization. It finds the best
compromise between the model complexity and learning
ability with finite samples information to achieve the best
generation performance. As a new machine learning
method, SVM has been successfully applied into the field
of fault identification.

Suppose two class of training sample available.

(x
i 
, y

i
) = 1,..., l  x ∈ Rn, y ∈{+1, −1}   (6)

Here, i is the number of samples, n is the number of
dimensions and y is the identifier of classes. Nonlinear
problem is converted into linear problem in higher-dimen-
sion space, in which the optimal classifier face is achieved.
Base on theorem of functional, only when a sum-function
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satisfies Mercer condition, it corresponds to the inner prod-
uct of a transformation space. So, an appropriate inner
production function in the optimal classifier face imple-
ments linear classifier after nonlinear transformation. Ra-
dial Basis Function (RBF) is chosen in this paper.

K(x, x
i
) = exp   (7)

|| x − x
i 
|| 2

σ2

⎧

⎩
⎨ ⎧

⎩
⎨

The general formation of the classifier face equation is
below.

wx + b= 0   (8)

Here, w is weight vector and b is classifier threshold. If all
samples can be classified by this equation, it must satisfy
the equation below.

y
i
 [(wx

i
) + b] ≥ 1 − ξ

i 
           i = 1,..., l   (9)

Here, ξ
i 
 is relaxation factor.

Now, the distance between two classes equals 2   ||w||.
The classifier face which maximizes the distance is called
optimal classifier class. To seek the optimal classifier
hyper-face, quadratic programming problem with
constraints should be solved.

min || w || 2    2 + c Σξ
i

l

i = 1
  (10)

Large than 0, c is constant as specified and determines
punishment to the samples that have been classified
incorrectly. The problem above can be converted into dual
formation as below.
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Here, the constraint condition is that

Σ a
i 
y

i 
= 0,

l

i = 1
  (12)0 ≤ a

i 
≤ C,   i = 1, 2, ..., l

Based on KKT condition, optimal parameter a
i 
satisfies
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So, optimal parameters corresponding to most samples
become 0. Only few of them are not be 0. Those
corresponding samples are support vector. After the optimal
parameter has been solved, discriminant function of SVM
classifier is

{                       }y = sgn y
i
a

i 
K (x

i
, x) + bΣ   (14)

Finally, the classifier is determined by the signal of the
discriminant function.

But, SVM is proposed for two group classification problem.
Before applied into multi-fault identification, it must be
appended with multi-classifiers. Generally, there are two
solutions for this problem. One is one-time solution with
multi-class objective function. Then seek the optimal

solution of it. Many more variables will be used in the
process when solving this optimization problem. So, it is
often meaningless because of its complexity. The other
one is to convert two-classification problem into multi-
classification problem. This scheme includes one-against-
rest and one-against-one which need N classifiers and N
(N − 1) /2 classifiers [11] [12]. When many more classifiers
needed, the scheme need much more time in the process
of learning. The most unacceptable issue is that there
are unrecognized domains when utilizing the scheme.
Based on binary classification tree, hierarchical SVM
classifier only needs N−1 classifications without
unrecognized domains [13]. It does not need to travel all
of the SVM classifications with reasonable hierarchy SVM
classifiers. Also, the learning speed is significantly
improved. So, we utilize hierarchical SVM classifier to
identify fault patterns.

To illustrate the SVM classification, four typical fault
patterns of flow sensor in the fuel providing system of the
engine are considered. Those fault patterns include bias,
spike, drifting and cyclic failure. Besides of normal state,
SVM will classify input feature samples into five patterns
presented from SVM1 to SVM5 as described in figure 2.

Here, SVM1 classifies input feature vector into SVM2 and
SVM3. SVM2 identifies bias failure and drifting failure.
SVM3 identifies normal state and SVM4. Finally, SVM4
identifies spike failure and cyclic failure.

4. Subtractive Clustering

Subtractive clustering is a fast independent clustering
method with similar characteristic [14] [15]. Each sample
is the candidate clustering center, which is different from
other clustering method. So, there is a linear relation
between computation cost and number of samples.

Suppose n samples (x
1
, x

2
,.., x

n
) are in the M dimension

space. Generally, all samples have been converted into
unitary super cube space. Because each sample is the
candidate clustering center, the density index of sample
x

i
 is defined as follow.
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Here, r
a
 is a positive number. Obviously, if the sample

considered has many neighbors, it possesses the high
density index. Radius r

a
 defines the neighbor zone of this

sample, and the samples outside of r
a
 contribute to the

index much less than those inside of it.

After calculating the density index of each sample, the
highest one will be chosen as the first clustering center.
Suppose  is the candidate sample, and  is the density
index. Then, the density index of each sample will be
corrected as follow.

D
i
 =
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Figure 2. Faulty Patterns Classification with SVM
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In the formula above, r
a
 is a positive number. Obviously,

the density indexes of those samples nearby the first
clustering centre will be subtracted dramatically. Hence,
these samples would not become the next clustering
center. Larger than r

a 
, r

b
 defines the zone where the

density index function will be subtracted dramatically. To
void clustering centers which have  too short distance
between each other, then, r

b 
= 1.5r

a
 generally. After the

density index of each sample has been corrected, next
clustering center is chosen. Then, correct the density
function of each sample. With the repetition of operation
above, this process ends after enough clustering centers
have emerged.

First, analyze the training samples with subtractive
clustering to determine the number of centers. In
application, analyze the testing samples before
classification with SVM to make sure whether new center
emerges. If novel failure pattern occurs, the classification
will identify false pattern without clustering analysis.

5. Fault Identifying Model with Supervised
Classification and Unsupervised Clustering

Features extraction is implemented with wavelet package

decomposition. After training SVM classification with these
features samples, SVM classifies flow sensor fault into
explicit pattern. Meanwhile, data clustering analysis is
implemented by subtractive clustering. Firstly, analyze
the training samples to determine the number of clustering
centers. Before the classification with SVM, analyze the
combination data set with training samples and testing
samples to determine whether new center emerges. Novel
fault identification is implemented by the contrast of the
two clustering results. Then SVM which has been trained
classifies testing data into different pattern to identify sensor
fault. So, the model established satisfies the robust
requirement when novel fault pattern emerges.

6. Illustration with Algorithm Simulation

The flow sensor in the fuel providing system of an engine
is chosen to test the model proposed. Some typical
sensor fault patterns are considered in this paper. Sensor
fault can be divided into abrupt mode and incipient mode.
Algorithm is simulated aiming at four typical senor fault
patterns including drifting, bias, spike and cyclic failure.
First, prepare 500 individuals of sensor data. Then extract
feature from them with three layers of wavelet package
decomposition. Figure 4(a) and figure 4(b) present the
signal with cyclic failure both in time domain and in
frequency domain respectively. Yet, fault pattern can not
be identified by the figures because of the complexity of
the cyclic failure.

Figure 3. Model for Fault Identification with SVM and Subtractive Clustering
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Because of the smoothness between abrupt points of
faulty signal, it requires that wavelet function should
possess more vanishing moments. Db10 has limited
supported in time domain and its FFT transformation has
N order zero-point where ω = 0. So, db10 is chosen as
wavelet base function in the process of extracting feature
with wavelet package decomposition. Table 1 presents
different patterns and the corresponding feature samples
respectively.

20 groups are collected corresponding to each pattern.
So, 100 groups are collected as training samples finally.
As testing samples, 50 groups are collected to test the
model proposed. From the SVM classification, different
pattern of sensor fault can be identified as table 2.

(a) Signal in time domain

(b) Power spectrum of the signal

Figure 4. Cyclic Failures in Time Domain and
Frequency Domain

Pattern                                                           Feature

Normal state        [ 0.1768   0.2484   0.3192   0.1903   0.3647   0.5583   0.4725   0.3177 ]

Drifting failure       [ 0.4260   0.1496   0.2028   0.3679   0.5189   0.2851   0.2294   0.4652 ]

Bias failure        [ 0.9990   0.0074   0.0096   0.0181   0.0255   0.0140   0.0113   0.0229 ]

Spike failure        [ 0.7007   0.6817   0.0884   0.0683   0.0819   0.0929   0.0943   0.0875 ]

Cyclic failure        [ 0.3480   0.2354   0.2150   0.3908   0.5140   0.3099   0.2264   0.4616 ]

Table 1. Different Fault Patterns and  Corresponding Feature

                                        Testing Feature Sensor Pattern

[0.1007 0.1415 0.1818 0.1084 0.2078 0.3180 0.2692 0.1810 ]        Normal

[0.21133 0.09875 0.1335 0.24299 0.34267 0.18836 0.15156 0.30719 ]        Drifting

[7.2433 0.099118 0.12947 0.24299 0.34267 0.1884 0.15163 0.30715 ]           Bias

[3.3308 3.1626 0.49087 0.40541 0.5532 0.51892 0.506 0.53814 ]          Spike

[0.2046 0.13001 0.13813 0.24933 0.34832 0.19992 0.15092 0.30736 ]          Cyclic

Table 2. SVM Classification Result of Testing Samples

Finally, the Multi-SVM classification successfully
identifies 98% of sensor pattern which means the model
proposed possesses the performance of identifying fault
pattern.

To test the capability of the model for identifying novel
fault pattern, another 20 groups of testing data with power
failure have been simulated. Firstly, analyze the
combination data set of training data and testing data
with subtractive clustering method. To display the result
conveniently, clustering result is represented with the first
dimension and the last dimension of the clustering result
as figure 5, in which there are 3 different clustering centers.

Figure 5. Result of the Original Testing Dataset
after Subtractive Clustering

Figure 6 Result of the New Testing
Dataset after Subtractive Clustering
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7. Conclusion

A fault identifying method with the combination of
supervised classification and unsupervised clustering has
been proposed in this paper. It satisfies the robust
requirement of fault identifying model for identifying novel
fault pattern. Meanwhile, the effectiveness and
accurateness of the model are illustrated by the flow sensor
in the fuel providing system of an engine. The experimental
result shows that the model has not only identified fault
pattern known ahead of time, but also identified novel fault
pattern that is not known ahead of time.

8. Acknowledgment

This work is supported by the Department of Education in
Liaoning Province (Project NO. L2012045), China
Postdoctoral Science Foudation (Project NO.
20100481013).

References

[1] Berners-Lee, T., Hendler, J. A., Lassila, O. (2001).
The semantic web. Scientific American, 284 (5) 34–43,
May.

[2] He Yong, Feng Lei. (2004). Diesel Fuel Injection
System Faults Diagnosis based on Fuzzy Injection
Pressure Pattern Recognition. Proceedings of the 5th World
Congress on Intelligent Control and Automation, p. 1654-
1657, Huangzhou, China, June.

[3] Diallo, Demba, Benbouzid, et al. (2005). Fault Detection
and Diagnosis in an Induction Machine Drive: A Pattern
Recognition Approach based on Concordia Stator Mean
Current Vector. IEEE Transactions on Energy Conversion.
20 (3) 512-519.

[4] Dai Shuwu, Sun Huixian. (2005). Model based-
Diagnosis and Fault Mode Identification for Spacecraft
Power System. Journal of Vibration and Shock. 24 (3)
55-58.

[5] Tou, J. T., Gonzalez, R. C. (1974). Pattern Recognition
Principles. MA: Addison-Welsley.

[6] Zhou Dong-hua, Ye Yin-chuan. (2000). Modern fault
diagnosis and fault tolerant technology. p. 146-147, Beijing:
Tringhua University Press.

[7] Sima Li-Ping, Huang Song-Bo, Dou Peng, et al. (2012).
Probability estimation of interior fault position for power
transformer based on SVM. Power System Protection and
Control. 40 (14) 121-12.

[8] Zhang Song-He, Luo Yue-Gang, Wu Bin, et al. (2012).
Fault diagnosis analysis of rotor system based on RBF
neural network and dynamic systems. Advanced Materials
Research. (460) 127-130.

[9] WICHEHAUSER, M. V. (1992). Lectures on wavelet
package algorithims. Inormation Theory. 38, 713-718.

[10] Vapnik, V. (1995). The nature of statistics learning
theory, p. 40-50, New York: Springer Verlag.

[11] Vapnik, V. (1998). Statistical learning theory, p. 102-
110, New York: John Wiley and Sons.

[12] Bottou, L., Cortes, C., Denker, J. et al. (1994). Comp
arison of Classifier Methods: A Case Study in Handwriting
Digit Recognition. In: Proceeding of international
conference on IAPR, p. 77-87.

[13] Krebel, U. (1999). Pairwise Classification and Support
Vector Machines. Advances in Kernel Methods: Support
Vector Learning. p. 255-268, MA: MIT Press.

[14] Friedhelm, Schwenker. (2000). Hierarchical Support
Vector Machines for Multi-class Pattern Recognition. The
4th International Conference on Knowledge-based Intelligent
Engineering System & Allied Technologies, p.561-565,
Brighton, USA, August

[15] Chin, S. L. (1994). Fuzzy Model Identification Based
on Cluster Estimation. Journal of Intelligent and Fuzzy
Systems, 2 (3) 267-278.

[16] Ronald, R. Y., Dimitar, P. F. (1994). Essentials of
Fuzzy Modelling and Control. John Wiley & Sons Inc.,
New York, USA.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /All
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveEPSInfo true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org)
  /PDFXTrapped /Unknown

  /Description <<
    /FRA <FEFF004f007000740069006f006e00730020007000650072006d0065007400740061006e007400200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000500044004600200064006f007400e900730020006400270075006e00650020007200e90073006f006c007500740069006f006e002000e9006c0065007600e9006500200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200061006d00e9006c0069006f007200e90065002e00200049006c002000650073007400200070006f0073007300690062006c0065002000640027006f00750076007200690072002000630065007300200064006f00630075006d0065006e007400730020005000440046002000640061006e00730020004100630072006f0062006100740020006500740020005200650061006400650072002c002000760065007200730069006f006e002000200035002e00300020006f007500200075006c007400e9007200690065007500720065002e>
    /ENU (Use these settings to create PDF documents with higher image resolution for improved printing quality. The PDF documents can be opened with Acrobat and Reader 5.0 and later.)
    /JPN <FEFF3053306e8a2d5b9a306f30019ad889e350cf5ea6753b50cf3092542b308000200050004400460020658766f830924f5c62103059308b3068304d306b4f7f75283057307e30593002537052376642306e753b8cea3092670059279650306b4fdd306430533068304c3067304d307e305930023053306e8a2d5b9a30674f5c62103057305f00200050004400460020658766f8306f0020004100630072006f0062006100740020304a30883073002000520065006100640065007200200035002e003000204ee5964d30678868793a3067304d307e30593002>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e0020005000440046002d0044006f006b0075006d0065006e00740065006e0020006d00690074002000650069006e006500720020006800f60068006500720065006e002000420069006c0064006100750066006c00f600730075006e0067002c00200075006d002000650069006e0065002000760065007200620065007300730065007200740065002000420069006c0064007100750061006c0069007400e400740020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f0062006100740020006f0064006500720020006d00690074002000640065006d002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300740061007300200063006f006e00660069006700750072006100e700f5006500730020007000610072006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000500044004600200063006f006d00200075006d00610020007200650073006f006c007500e700e3006f00200064006500200069006d006100670065006d0020007300750070006500720069006f0072002000700061007200610020006f006200740065007200200075006d00610020007100750061006c0069006400610064006500200064006500200069006d0070007200650073007300e3006f0020006d0065006c0068006f0072002e0020004f007300200064006f00630075006d0065006e0074006f0073002000500044004600200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002c002000520065006100640065007200200035002e0030002000650020007300750070006500720069006f0072002e>
    /DAN <FEFF004200720075006700200064006900730073006500200069006e0064007300740069006c006c0069006e006700650072002000740069006c0020006100740020006f0070007200650074007400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006d006500640020006800f8006a006500720065002000620069006c006c00650064006f0070006c00f80073006e0069006e006700200066006f00720020006100740020006600e50020006200650064007200650020007500640073006b00720069006600740073006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e006500730020006d006500640020004100630072006f0062006100740020006f0067002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /NLD <FEFF004700650062007200750069006b002000640065007a006500200069006e007300740065006c006c0069006e00670065006e0020006f006d0020005000440046002d0064006f00630075006d0065006e00740065006e0020007400650020006d0061006b0065006e0020006d00650074002000650065006e00200068006f0067006500720065002000610066006200650065006c00640069006e00670073007200650073006f006c007500740069006500200076006f006f0072002000650065006e0020006200650074006500720065002000610066006400720075006b006b00770061006c00690074006500690074002e0020004400650020005000440046002d0064006f00630075006d0065006e00740065006e0020006b0075006e006e0065006e00200077006f007200640065006e002000670065006f00700065006e00640020006d006500740020004100630072006f00620061007400200065006e002000520065006100640065007200200035002e003000200065006e00200068006f006700650072002e>
    /ESP <FEFF0055007300650020006500730074006100730020006f007000630069006f006e006500730020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000500044004600200063006f006e0020006d00610079006f00720020007200650073006f006c00750063006900f3006e00200064006500200069006d006100670065006e00200070006100720061002000610075006d0065006e0074006100720020006c0061002000630061006c006900640061006400200061006c00200069006d007000720069006d00690072002e0020004c006f007300200064006f00630075006d0065006e0074006f00730020005000440046002000730065002000700075006500640065006e00200061006200720069007200200063006f006e0020004100630072006f00620061007400200079002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004e00e4006900640065006e002000610073006500740075007300740065006e0020006100760075006c006c006100200076006f0069006400610061006e0020006c0075006f006400610020005000440046002d0061007300690061006b00690072006a006f006a0061002c0020006a006f006900640065006e002000740075006c006f0073007400750073006c00610061007400750020006f006e0020006b006f0072006b006500610020006a00610020006b007500760061006e0020007400610072006b006b007500750073002000730075007500720069002e0020005000440046002d0061007300690061006b00690072006a0061007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f006200610074002d0020006a00610020004100630072006f006200610074002000520065006100640065007200200035002e00300020002d006f0068006a0065006c006d0061006c006c0061002000740061006900200075007500640065006d006d0061006c006c0061002000760065007200730069006f006c006c0061002e>
    /ITA <FEFF00550073006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000500044004600200063006f006e00200075006e00610020007200690073006f006c0075007a0069006f006e00650020006d0061006700670069006f00720065002000700065007200200075006e00610020007100750061006c0069007400e00020006400690020007300740061006d007000610020006d00690067006c0069006f00720065002e0020004900200064006f00630075006d0065006e00740069002000500044004600200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f00700070007200650074007400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006d006500640020006800f80079006500720065002000620069006c00640065006f00700070006c00f80073006e0069006e006700200066006f00720020006200650064007200650020007500740073006b00720069006600740073006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e006500730020006d006500640020004100630072006f0062006100740020006f0067002000520065006100640065007200200035002e00300020006f0067002000730065006e006500720065002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006e00e40072002000640075002000760069006c006c00200073006b0061007000610020005000440046002d0064006f006b0075006d0065006e00740020006d006500640020006800f6006700720065002000620069006c0064007500700070006c00f60073006e0069006e00670020006f006300680020006400e40072006d006500640020006600e50020006200e400740074007200650020007500740073006b00720069006600740073006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e0020006b0061006e002000f600700070006e006100730020006d006500640020004100630072006f0062006100740020006f00630068002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006100720065002e>
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


