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ABSTRACT: There are many parameters which affect
the economic benefit indicators for evaluation and they
are all uncertain. Because of the parameters’ uncertainty,
evaluation indicators values of economic benefit in project
investment are also uncertain. In these years, more and
more BP Neural network based models are established
to evaluate the risk of investment for its characters of
wide information distribution and strong fault tolerance.
However, the internal defect of local minima problem in
this model will greatly discount the effects of evaluation if
the training data are not proposed selected. To solve this
problem of traditional BP neural network, an optimization
algorithm that combines the advantages of genetic
algorithm (GA) and Tabu Search (TS) is proposed. The
training process is divided into two phases in order to
search promising parameters of the BP neural network in
favor of better evaluation and analysis of the investment.
In the first phase, the initial parameters are first searched
by GA algorithm by taking advantage of its various
searches of the solutions, and the best parameters are
selected by Tabu search algorithm in the second phases.
After calculation of practical data, it proves that the new
algorithm has better convergence rate and predictive
accuracy, which make the evaluation and risk analysis of
the investment faster and more accurate.
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1. Introduction

With the development of society, investment becomes

one of the main promotions of the economy. Along with
the investment’s prosperity is the extremely high risk. So
how to control and evaluate investment risk has become
one of the main topics for economic. Plenty of research
about evaluation theories and applications has been
carried out in decades, and many different models are
established to evaluate the risk of investment. For
example, integrate the neural network [1] and the grey
system theory [2] to evaluate the investment risk.

There are many parameters which affect the economic
benefit indicators for evaluation, what’s worse, the
parameters are uncertain for some point of view, which
make the indexes to evaluate the investment uncertain.
So it is unavoidable that there are some risks in the
conclusion of investment evaluation. Quantitative analysis
and a reasonable estimate of risk to the investment is the
essential work in the economic evaluation. Before analysis
the investment risk, responsible math model should be
established, and we can get the optimal results to achieve
the best solution. S. Ye [3] et al proposed the net-present-
value-at-risk (NPV-at-risk) method which combines the
weighted average cost of capital and dual risk return
methods to evaluate investment risk in infrastructure
project. Becerra-Fernandez [4] et al presents the insights
gained from applying knowledge discovery in databases
(KDD) processes for the purpose of developing intelligent
models to classify a country’s investing risk. The research
of Benaroch, M [5] proves that if the operational traits of
the investment are properly selected, the risk of investment
can be predicted accurately. As the time goes, the
environment of investment becomes more and more
complicate, it is almost impossible for the researchers to
consider all the factors that affect the risk of investment.
All the solutions mentioned above get the optimal results
by using ether analytic hierarchy process [6] or fuzzy
theory [7] to establish nonlinear model. However, if the
parameters which affect the investment, the resultsmake
us to rebuild the model and redo the whole analysis
procedure, which is really a big waste of time and
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resources. The development of neural network has provided
the investment of risk new tools. Back propagation (BP)
neural network is a multi-level feedback neural network.
The BP neural network based evaluation method has the
characters of fast speed, high efficiency, self-learning ability
and wide adaption, which make it a better method to
simulate the evaluation process of evaluation experts. And
a lot a work has been done in the area. Zhu W.X. [8]
introduces BP network into risk assessment of
performance for expressway management corporations.
Wu Y.N [9] et al proved that RBF neural network based
on ant colony algorithm [10] has good performance in
credit risk evaluation of construction enterprises.

Even though the BP neural network solution has many
advantages, there are some unavoidable defects, General
speaking, there are two main problems. The first one is
the slow convergence rate. BP algorithm is the steepest
descent method, the training period is difficult to grasp.
And the train speed of the algorithm is very slow, what’s
more, the training stop is hard to define, if the step is too
long, the accuracy of the algorithm cannot achieved,
sometimes the algorithm will diverge if the training data is
not proper selected. If the step is too small, the number
of iterations will explode to slow the convergence rate.
When the output is going to saturate, there will be some
flat area on the error surface, the change of the weight
has little effects to the variation of deviation. That means
the time deviation will not descend no matter how long
you have trained. The second defect of BP neural network
is the local minima problems. As to the complicate neural
network, the deviation surface is uneven; there are many
local minima points on the surface. When search for the
optimal results by using BP algorithm, the possibility of
trapping into the local minima is very big. There are some
other defects as well, for example, the stability of training
problem. When approach the training upper limit, the
classification ability of the algorithm will descend.

To overcome the defects of the BP neural network, in this
paper, we introduce the genetic algorithm and the Tabu
search algorithm into the BP neural network. In order to
search a promising initial solution in favor of locating the
best global solution, the training period is divided into two
phases, first search a promising initial solution by using
genetic algorithm, and then select the best solution from
the initial solutions by using the Tabu search algorithm.
The rest of the paper is organized as follows. In section 2,
we will introduce the details about the optimization model
of BP neural network. And in section 3, an experiment is
done to test the advantage of the model. At last, we make
a conclusion and finish the whole paper.

2. The optimization model of BP neural network

2.1 The Structure of BP Neural Network
BP neural network is a one-way propagation multi-layer
feed-forward network, which adopts backward propagation
algorithm. There are three layers in the BP neural network:
input layer, hidden layer and output layer. The neural

 network described in figure 1 is the most commonly used
network in the applications.

Figure 1. Three layers BP neural network

The learning process of the algorithm can divided into two
phases. The first phase is the procedure of forward
propagation, calculate the output value on the nodes from
input layer to hidden layer, the node on the layer only
accept the input from the previous layer, and the results
are useful to the next layer. The second phase is the
backward propagation process. If the expected results
are not achieved on the output layer, then calculate the
deviation between the expected results and the actual
output values recursively layer by layer. After that, adjust
the weight of previous layer to minimize the deviation
according to the deviation values generated in the previous
step. Adjust the weight of network and the threshold on
the direction of decrease of the deviation function slope to
approach the objective function gradually. Each adjust of
the network weight are proportional to the deviation of the
network.

In the follow part of the section, we will discuss some
details about the three layers BP neural network.

Suppose the input-output pair of the BP network is (X
p
,
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p
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the output vector. Neural network has only a single hidden
layer, suppose the number of nodes in hidden layer is H.
We can use w

ij
 as the weight of the network between the

input layer and hidden layer as well as between the hidden
layer and output layer. w

ij 
is the connection weight between

the node i - th in the previous layer and j - th node in this
layer. The propagation functions of the hidden layer and
output layer in the neural network are sigmoid functions
[11].
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The implementation of BP neural network has the following
steps.

The output of the hidden layer is
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We can define the descent gradient of deviation as
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The increase of output layer and hidden layer’s weight is
proportional with the descent of the gradient. The adjust
function of the weight is

w
ji 

(t + 1)  − w
ji 

(t) = ηδ
i
o

j
    (6)

η is the learning rate, which depends the quality of weight
update.

2.2 Hidden layer and the performance of the neural
network
General speaking, the more layers of the neural network
has, the more accuracy of the classification. However, in
fact, too much layers make the network not only too much
complicate but also lower the accurate of the classification.
It is proved that the three-layer BP neural network can
achieve nonlinear continuous function approximation at
any precision. Theoretically the deviation can be lower if
appropriate number of layers is chosen. The accurate of
the BP neural network can also be improved by selecting
appropriate number of hidden layer nodes, what’s more,
the training results of this kind is easier to adjust. So the
optimization of the neural network is the optimization of
nodes in the hidden layer of the network, from some point
of view.

The number of nodes in hidden layer is one of the main
factors that affect the performance of the BP neural
network. The less of the hidden nodes, the less information
gained from the network, the lower of the accuracy, slower
convergence rate of the network. So, there should be more
hidden nodes in the hidden layer to pursue higher
accuracy. But, too much nodes in the hidden layer make
the topology of the neural network too complex, and the
learning time can be very long, which make the network
overtraining, and the worsen the error tolerance. And the
relationship between the deviation and the number of the
nodes in hidden layer is described in the following figure.
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Figure 2. Relationship between the hidden
nodes number and the deviation

2.3 Genetic and Tabu Search Algorithm Based BP
Neural network
The main idea of the optimized algorithm is to adjust the
weight of the connection in the neural network to achieve
the demand training accuracy after the structure of BP
the neural network is settled. The training process is
divided into two phases in order to search promising
parameters of the BP neural network in favor of better
evaluation and analysis of the investment. In the first
phase, the initial parameters are first searched by GA
algorithm by taking advantage of its various searches of
the solutions, and the best parameters are selected by
Tabu search algorithm in the second phases.

To improve the training rate, we will train the weight of the
BP neural network and the structure of the network
separately. In the optimization of the weight of the BP
neural network, we combine the genetic algorithm, Tabu
forbidden search algorithm and BP neural network in this
paper.

2.3.1 The fitness of Genetic Algorithm
In this paper, we will redefine the fitness of genetic
algorithm and population fitness.

If population NET includes N individual (neural network),
and net

i
 to represent the i − th neural network of the

population, then the fitness f
i
 of the i − th individual and

the fitness f
sum 

of the population can be defined as

f
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E
i  

is the fitting deviation of the i − th individual (neural
network) of the population.

2.3.2 Operations of Genetic Algorithm
As to every net

i
 in the population, we calculate the fitting

deviation E
i 
by using the test samples. And then the

deviations are sorted in ascending order. And handle the

⎩

⎧
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individuals with the operation of selection, crossover and
mutation. The individuals of the new generation are kept
in the population tmp_NET. Then select the 30% of the
best individuals of the new population to replace the 30%
of the worst individuals of the last generation, and 70%
percent of the individuals are kept into the next generation.

2.3.2.1 Selection
The individual selection of the population in the algorithm
is based on roulette method [12]. The probability of the
individual selection is

p
i 
=

Σ
N

i = 1

f
i

    (8)
f
i = f

sum

f
i

To select the individuals which are used in the crossover
step, the selecting procedure goes as following.

1) Calculate p
i
 and f

sum
 by using formula (7) and formula

(8);

2) Generate a random number p (0 ≤ p <1), if p < p
s
 ( p

s
 is

the preset selection probability), then go to 3), else, finish
the procedure;

3) Generate a random number r (0 ≤ r <1), find the minimize
number k

Σ
k

i = 1

f
i 
≥ r × f

sum

4) Select the k − th individual (neural network), and then
repeat step 2) until N individuals are selected.

2.3.2.2 Crossover
The procedure of crossover operation goes as following.

1) Generate a random number p (0 ≤ p <1), if p > p
c
 ( p

c
 is

the preset crossover probability), then go to 2), else, finish
the procedure;

2) Select the individual x
i
 and individual  x

j
 by using the

selection operation, then get the next generation individuals
x

m
 and x

n
 by using multi-point crossover method [13]

according to formula (10)

x
m 

= r × x
i 
+ (1 −  r) × x

j

x
n 

= r × x
j
+ (1 −  r) × x

i

    (9)

    (10)

3) Join the new individuals generated into the new
population tmp_NET. Repeat step 2) until N individuals are
generated.

2.3.2.3 Mutation
The mutation procedure goes as following.

1) Generate a random number p (0 ≤ p <1), if p < p
m
  p

c
 ( p

m
is the preset mutation probability), then go to 2), else,
finish the procedure;

2) Generate a random number k for every connection, if k
> r (r is a constant number, and 0 < r < 1), the add the
weight of the connection with a random number x (−10 < x
< 10).

2.3.3 Operations of Tabu Search Algorithm
Mark the local optima which is searched during the search
procedure, and avoid re-searching the marked ones, the
process is called Tabu search. The notion of neighborhood,
Tabu list [14], aspiration criterion [15] and breaking level
are involved in the Tabu search algorithm.

2.3.3.1 Neighborhood of candidate solutions
Suppose the initial solution x is given, some of the solutions
in the neighborhood of x are called neighborhood candidate.
And every candidate is a neural network, the variable of
the solution is the weight of the connection and the nodes
number in the hidden layer.

2.3.3.2 Tabu list
The Tabu list is used to record the local optima that
searched recently, which is forbidden to access in the
following recursive search. The length of the Tabu list is
set when the Tabu list is created. The length of the Tabu
list is set to T at the initial phase.

2.3.3.3 Breaking level function A (x, s)
The breaking level function A (x, s) is the fitness value of
the optima A (x, s) = f (x

b
 ). If the fitness value of some Tabu

candidate is better than the optima, that’s, f (x
new 

) < A (x,
s) take Tabu candidate as the current solution.

In fact, we can remove the solutions which are near the
optima out of the Tabu list. If the current solution x

new
satisfies the formula (11), we can take it as the current
solution.

| f (x
new 

) − f (x
best 

)| < TC     (11)

f (x
new 

) is the current solution, and f (x
best 

) is the corre-
sponding fitness function of the optima, that’s the fitting
deviation of the neural network. TC is the preset scope
variation.

2.3.3.4 Tabu search
To keep the constancy of the training, the candidate should
be around the current solution net . The candidate solutions
are usually generated by genetic algorithm, the mutation
operation to solution  net generates N neural networks. If
the optima is better than net, then take it as the current
solution, else, redo the genetic operation to get the
solution.

The procedure of Tabu search algorithm goes as following.

1) Initiate the parameter TS, current solution x
new

 and Tabu
list;

2) Check if the terminating condition is satisfied, if yes,
terminate the procedure, else go to step 3);

3) Generate and select some neighborhood solution;

4) Check whether the breaking level is satisfied, if yes,
replace the current solution x

new 
and the first member of

the Tabu list with the optima x
b 
;

5) Check the Tabu attributes of the candidate, select the
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solution which is not in the Tabu list as the current optima,
and replace the first member in the Tabu list, then go to
step 2);

6) Output the searched optima.

2.4 Tabu Search and Genetic Algorithm based weight
optimization in neural network
In order to accelerate the evolution rate and prevent the
premature of the genetic algorithm, we integrate the Tabu
search algorithm into the genetic algorithm. It has proved
that Tabu search algorithm has faster training rate the
genetic algorithm. But Tabu search depends on too much
about the initial solution, which is the main defect of this
algorithm. What’s more, the Tabu search algorithm can
find only one solution at a time. If combine the two
algorithms, we can get better search results to enhance
the performance of the training algorithm. The procedure
of the algorithm can be described in figure 3.

There are two parts in the optimization algorithm. Combine
the genetic algorithm and the Tabu search algorithm;
optimize the weight of the neural network. And then search
the solution globally according to the genetic algorithm,
which provides a searching center for accurate locating
the optima in the next step.

The kernel part of the algorithm is the genetic algorithm
ion, which prevents the defect of and Tabu search. Genetic

algorithm provides various searches for the solut falling
into local minimum point because of gradient descent. At
the same time, jump out of the local minima by using the
mutation operation. Tabu search can avoid the repeating
search about the local minima. The samples  used in the
algorithm is normalized in the preprocess procedure. Then
calculate the maximum and minimum values by using
empirical formula, which determine the optimal number of
nodes in the hidden layer. In the next phase, the optimal
solution of the neural network can be achieved by using
genetic algorithm and Tuba search algorithm.

This algorithm divides the training algorithm into several
phases, the algorithm is as follows.

Algorithm: Genetic and Tabu Search based Optimization
Algorithm

Input: Sample set, population scale, p
s 
, p

c 
, p

m

Output: Optimized neural network (structure and weight)

Steps:

1) Preprocess the data in the sample set;

2) Calculate the scale of the node number in the hidden
layer by using empirical formula;

3) Select a node number in the hidden layer, initialize the
neural network, and find the initial value of the neural

start

Choose the scope of hidden
nodes: select three nodes

Initialize the
training parameter

GA Search: train the netural
network, get the optima

Set the Tabu search zone
which the centre of optima

Take solutions as the
hidden nodes numember

Achieve the max
recursive number?

Keep the optima

Achieve the max
recursive number?

output the optima

terminate

Training the netural network:
generate the optima

Add the optima
into the tabu list

Figure 3. The structure of optimization algorithm

N

N

Y

Y
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network by using genetic algorithm;

4) Optimize the weight of the network;

5) Check whether the deviation is under the pre-defined
value, and whether the number of the node is the minima.
If any of the two is satisfied, go to step 7), else go to step
6);

6) Execute the Tabu operation, go to step 4);

7) Save the node number of the hidden layer of the neural
network, the initial value, the minima deviation, and the
training times;

8) Set a node number of the hidden layer, if there are
solutions, go to step 3), else go to step 9);

9) Select the neural network which achieves the optima,
finish.

3. Risk Analysis of Investment by using Genetic and
Tabu Search Algorithm based BP Neural Network

3.1 samples and quantitation
We collect all the information about 10 accomplished
projects, all of which are similar in investment, the indexes
that constrains the investment are: 1 investment, 2
consumption, 3 income, 4 cement, and 5 steel.

Because the integration evaluation of the project is a multi-
target decision, one of the main characters is the
uncommon of different target. It is difficult to compare and
analysis the original value of the targets. Before processing
with our algorithm, we should normalize the indexes of
different projects, which is also a demand about our
algorithm. Now suppose:

a) There are m decision schemes A
i 
(1 ≤ i ≤ m) in the

integrate evaluation of the project;

b) There are n evaluation indexes f
i 
(1≤ j ≤ n);

c) A matrix X
 
= (x

ij 
)
m × n

 which includes m decision schemes
and n evaluation indexes, x

ij
 is the i − th decision scheme,

j − th evaluation index;

d) The normalized index matrix is R
 
= (R

ij 
)
m × n

Normalize the indexes with linear scaling method.

a) Efficiency index is

x
j
* = max x

ij 
(1 ≤ i ≤ m, 1 ≤ j ≤ n)

1≤ i ≤ m
    (12)

Then we can define

R
ij

 =
x

ij

x
j
*

    (13)

b) The cost index is

x
j
• =  min x

ij 
(1≤ i ≤ m, 1≤ j ≤ n)

1≤ i ≤ m
    (14)

Then we can define

R
ij

 = x
ij

x
j
•

    (15)

However, different indexes of the project have different
importance in the evaluation, so the weight is needed to
adjust the importance of different indexes. In this paper,
we calculate the weight of different indexes with the entropy
value method [16].

Consider the multi-index evaluation with m decision
schemes and n indexes.

P
ij

 =
x

ij

Σ
m

i = 1

(1≤ i ≤ m, 1≤ j ≤ n)     (16)

According to the Information Theory [17], the entropy of
index f

i
 is

E
j
 = Σ

m

i = 1

P
ij 

ln (P
ij 

) (1≤ j ≤ n)− k     (17)

k is the constant, k = (ln m) −1.Because 0 ≤ P
ij 

 ≤ 1, then 0 ≤

Σ
m

i = 1

P
ij 

ln (P
ij 

) ≤ ln m, 0 ≤ E
ij 

≤ 1 (1≤ j ≤ n), the initial deviation

of the index is
d

j 
= 1 − E

j     (18)

Then the initial weight of index can be defined as

ω
j 
 =

λ
j 
ω

j

λ
j 
ω

jΣ
n

j = 1

    (19)

λ
j 
is personal bias of different index.

The detail risk indexes of the quantitative results of the 10
projects collected in this paper show in table 1.

3.2 BP neural network construction
Before the evaluation of the project using BP neural
network, we should construct the BP neural network. First,
take the five indexes of the project as the input nodes of
the BP neural network. Second, use the algorithm
proposed in this paper to calculate the nodes in the hidden
layer. To make comparison, we use both the traditional
BP neural network and the Genetic and Tabu Search
Algorithm based BP neural network to evaluate the effects
of the predictions.

As to the data in table 1, the first 7 samples are used to
train the BP neural network, and the last 3 samples are
used to test. There are five indexes in the project, so the
nodes number in input layer is 5. The nodes number in of
the hidden layer can be calculated by using the method
explained in section 2.2. The output of the evaluation is
the integrated evaluation of the projects. So the nodes
number of input layer, hidden layer and output layer of the
neural network are 5, 11, and 1. And the learning rate is
0.1. The test results are shown in table 2.

From the above table, we can find that the algorithm in
our paper has faster convergence rate and more accurate.
Now consider the deviations of the two algorithms, which

x
ij
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              Weight of index

   1     2     3     4     5 total

0.342 0.151 0.107 0.204 0.196

1 0.289 0.123 0.114 0.184 0.188 0.266

2 0.332 0.125 0.110 0.225 0.232 0.452

3 0.346 0.210 0.093 0.264 0.223 0.236

4 0.360 0.136 0.076 0.114 0.167 0.354

5 0.221 0.144 0.123 0.145 0.186 0.228

6 0.236 0.164 0.122 0.155 0.199 0.543

7 0.311 0.150 0.113 0.246 0.187 0.452

8 0.324 0.156 0.142 0.223 0.204 0.412

9 0.379 0.147 0.102 0.213 0.221 0.523

10 0.410 0.156 0.098 0.225 0.219 0.446

Project

Table 1. Evaluation indexes of the investment

    Enhanced network     BP neural Network

training      recognition   training      recognition

    4096  0.000322  0.001532   0.00898   0.012467

   32768  0.000045  0.000311  0.000982   0.001035

  131072  0.000023  0.000122  0.000336   0.000345

 1048576  0.000002  0.000008  0.000103   0.000092

 5000000  0.000001  0.000002  0.000002   0.000001

Cycle

Table 2. The training accuracy of the samples with different initial values

is show in figure 4. In this experiment, we take the 3rd

sample as an example.

From the above the table, we can find that the Genetic

Figure 4. The deviation of different algorithm

and Tabu search algorithm Based BP neural network has
better performance in prediction the result. In fact, the
total result prediction is very important, which can help
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Project Actual result Result by  Result by
enhanced traditional

     8        0.412     0.404      0.332

     9        0.523     0.532      0.501

    10        0.446     0.453      0.425

Table 3. The test results

us to find the risk of the project, which can help the
decision maker to evaluate the risk of the investment.
Also, the model can also help the project manager to find
which one of the factors has more importance to the whole
project, which he can take more care about the aspect.

Now we will check the accuracy in the test. From the
above test, we can set the accept deviation as 0.00002,
and the recursive cycle as 100000, and we can get the
following results.

4. Conclusion

The neural network is trained by the history data, and the
performance of the risk of the investment depends on the
quantity and quality of historical data by using BP neural
network, the deviation of the predication will be smaller if
the historical data is more. And the fault tolerance of the
BP neural network will help to automatic correct the fault
in the data.

We designed and implemented a genetic and Tabu search
algorithm based BP neural network to simulate the project.
And we take the different factors as the input of the BP
neural network, and nodes number in the hidden layer
decide the accuracy of the network, in this paper, we adopt
genetic algorithm to find the suitable number in the hidden
layer, to avoid re-search the nodes which has been visited,
the Tabu search list is used to forbid the access to these
node, the experiment proves that the algorithm in our paper
is much better in the convergence rate, predict accuracy
and deviation convergence rate.
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