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ABSTRACT: This paper proposes a practical and effective
predicting model for resource allocation and usage for
server. The approach rests on virtualization technique to
simulate a heterogeneous virtual machine environment.
The study is confined to management of number of CPUs
and memory units being allocated on three servers to
serve user’s requests. The objective is fast response time
to attain as high user satisfaction as possible. The
algorithm employs exponential smoothing technique to
analyze trend of data and the relationship among them.
Assessment was compared with association rules and
ARIMA. The findings reveal that the proposed technique
yields more accurate prediction results than other
predicting models, having the least MSE and acceptable
system response time.
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1. Introduction

Virtualization has widely been known in the field of energy

saving technology. There are many related products that
use this technique, and every enterprise improves its
products to compete in the market. One use of such a
technique is server virtualization which simulates not only
the number of virtual CPUs but also the CPU organization.
It imitates a virtual machine with multiple computers, each
of which runs its own operating systems and thereby
working as though it was a multiple platform system.

For resource usage, virtualization can be used to
simultaneously manage heterogeneous workloads of
different applications. The typical concerned resources in
every application are the number of assigned CPUs and
the size of allotted memory units to achieve the highest
resource utilization and user satisfaction. An efficient
resource management plan to achieve both aspects must
be based on the pattern of past resource requests and
prediction of future requests. Actually, the performance of
any system must be evaluated in both aspects on system
and user’s sides. The maximum satisfaction of both sides
should be as high as possible with minimum compromise
factors. Details will be discussed in subsequent sections.
Previously, there were many research works focusing on
how to improve real-time monitoring workload and allocate
resources to the system. None of them involved user
satisfaction, which could be in terms of response time
and execution cost, as one of their objectives. However,
the real-time monitoring approach is too costly in practice
because it must be continuously run. Furthermore, the
system must waste some execution cycles to monitor

Journal of Digital Information Management

O Volume 13 Number 5 Q October 2015 385



the events prior to the resource allocation. This obviously
increases the undesirable workload of the system. To
alleviate this situation, the amount of requested resources
must be estimated and allocated in advance.

This paper presents a method to estimate the required
number of CPUs and amount of memory usage in advance
from the past data. The estimated resources must satisfy
two previously mentioned aspects as much as possible.
The following constraints are imposed in our study.

1. The behaviour of deploying a computing system of any
user is unknown.

2. The requested resources are determined by the running
processes of the user’s submitted task. The user has no
privilege to demand the requested resources to the
computing system.

The above constraints imply that estimating the requested
resources within a short period of time can achieve better
performance of resource management than a longer period.
Therefore, our method confines the estimation of resource
usage to one hour in advance-based on past data. The
estimated resources may satisfy the response time but
could reduce resource utilization. Therefore these
estimated resources must be further adjusted as a
consequent process to compromise on resource
utilization.

The rest of paper is organized as follows. Related works
are presented in Section 2. Material and method are
described in Section 3. Experiments and results are
explained in Section 4. Finally, Section 5 concludes the
work.

2. Related Work

Research on energy saving in computing systems have
been paid much attention nowadays. Server virtualization
is one of the techniques to reduce the number of physical
components to conserve system energy and to maintain
the acceptable response time of the system. Several works
of energy cost reduction were proposed. Tick et al. [1]
emphasized the cost reducing effect of ITS application on
server virtualization through two studied cases. Khanna
et al. [2] showed monitoring of key performance metrics
and used the data to trigger migration of Virtual Machines
within physical servers. Their algorithms attempted to
minimize the cost of migration and maintained acceptable
application performance levels. Hugo H. Kramer et al. [3]
proposed an efficient approach to solve a relevant cluster
optimization problem which, in practice, could be used
as an embedded module to implement and integrated
power and performance management solution in a real
server cluster.

Server virtualization is also has impact on cloud computing.
Casalicchio and Silvestri [4] focused their research on
the mechanism for service level agreement (SLA)

provisioning in cloud-based service providers. A self-
manageable architecture for SLA-based service
virtualization to ease interoperable service executions in
adiverse, heterogeneous, distributed and virtualized world
services were presented by Kertesz et al [5]. Prasad
Calyam et al., [6] developed an analytical model called
Utility-Directed Resource Allocation Model (URAM) to
solve the combined utility-directed resource allocation
problem within virtual desktop clouds.

In the meantime, various virtualization techniques were
proposed. Steinder et al. [7] explored the usage of server
virtualization technology in the autonomic management
of data centers running a heterogeneous mix of workloads.
Mlynski et al. [8] analyzed the influence of virtualization
mechanisms of pSeries servers on dynamic resources
and partition load manager utilities. Park et al. [9] identified
some design considerations for constructing and
managing clusters and proposed architectures to support
clustering. Padala et al. [10] presented adaptive control
of virtualized resources in utility computing environments.
Xu et al., [11] introduced predictive control for dynamic
resource allocation in enterprise data centers. Resource
allocation for quality of service provision in buffered crossbar
switches with traffic aggregation was presented by Q. Duan
[12]. Q.Duan and J.Daigle [13] presented resource
allocation for statistical quality of service provision in
buffered crossbar switches. Jianfeng Zhao et al., [14]
showed a model of virtual resource scheduling in cloud
computing. Speitkamp and Bichler [15] proposed a
capacity planning method for virtualized IT infrastructures
that combined a specific data preprocessing and an
optimization model. Moreover, Koushik Chakraborty et al.
[16] used a hardware technique to detect when virtual
CPU was waiting for CPU cycles, and to pre-empt that
virtual CPU to run a different and more productive virtual
CPU. Also, Zhikui Wang et al., [17] used AppRAISE to
manage performance of multi-tier applications by
dynamically resizing the virtual machines hosting the
applications.

Considering the research related to improve workload in
server virtualization, there is no study on predicting and
allocating future requested resources to reduce the load
on server and also to exploit the potential of hardware
utilization, investment cost, and energy consumption as
awhole.

3. Proposed Methods

3.1. Problem Formulation

The scenario of our virtualization is the following. A server
is defined as a collection of homogeneous CPUs and
memory units. A user submits a task consisting of a set
of processes to the server. Some appropriate numbers of
CPUs and memory units are allocated to execute these
processes. However, any CPUs and memory units not
being allocated to any processes will be idle. If the received
task requires more computing resources, the server will
turn on additional idle CPUs and memory units to serve
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the request.

Our study concerns three related essential issues. The
firstissue concerns the estimation of number of requested
CPUs and size of memory in the next hour. The second
issue focuses on advance resource allocation so that the
amount of allocated resources is always larger than the
requested resources within a defined constant value. The
last issue pertains to the relation between maximum
resource utilization and user satisfaction in terms of
response time. As previously mentioned, many researches
consider only how to improve the performance of the
system but totally omit user satisfaction aspect. In this
work, the term utilization refers to the state of system
with no idle components at any time. Generally speaking,
system utilization and user satisfaction are controversial.
To make a user most satisfy of the response time, more
resources must be allocated. But more resources imply
that some resources may not be fully used throughout
the considered period and the energy consumption is
obviously increased. The problem studied in this paper is
formulated as follows.

Let1< j <60and 1<k<6 bethe minute indexin one
hour and the time interval index of 10 seconds within one
minute, respectively. Since there are 60 minutes in one
hour, the value of j is between 1 and 60. For each minute,
there are six equal 10-second time intervals. Thus, the
value of k is between 1 to 6. At any hour, define the following
variables for our computation.

1. ¢ : Percentage of CPU usage at the k™ time interval of
the |" minute. The CPU time is measured in clock ticks or
seconds. This percentage is measured by the ratio of number
of deployed CPUs and total number of available CPUs in the
server. Suppose a server has 10 CPUs and only 6 CPUs are
executing the received tasks at the k' time interval of the |
minute. The other CPUs are idle. Hence the value of ¢, is
60%.

2. m ., : Percentage of memory usage at the j" minute
and the k" second interval. The percentage is measured
by the ratio between the actual amount of memory units
used and the total available memory units.

3. £: The predicted amount of requested CPU units in the
next (i+1)" hour.

4. : The predicted amount of requested memory units
in the next (i+1)" hour.

3.2. Theoretical Background

Some relevant theoretical concepts of server virtualization
and models are briefly summarized in this section. The
concepts of server virtualization and models to predict
with interesting techniques, exponential smoothing
technique, association rule discovery and auto-regressive
integrated moving average are addressed in the following
sub-sections.

3.2.1. Virtualization Backgrounds

In traditional server machine working one server is used
for one application where it was found that the use of
resource was not fully employed. This limitation of a
traditional server created several consequent problems
such as delayed response time, low utilization of
resources, and inefficient power consumption. To alleviate
this limitation, a set of single servers should be pooled to
increase computing power and enhance performance

efficiency.
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Figure 1.Typical server virtualization architecture consisting
of a pool of heterogeneous servers

Server virtualization is a technique that can group different
types of server machine to work as a single machine. The
concept of virtualization has been widely used in many
organizations to substitute for the traditional single server.
It can manage the system more dynamically, allocate
and de-allocate the resource on demand to improve
utilization, and increase the investment value of hardware.
Furthermore, it can reduce the number of physical
machines, reduce cost of maintenance, and the power
consumed to cool the server. This concept reduces the
number of servers by combining heterogeneous workloads
to work on virtual machines running as one physical
machine as shown in Figure 1. In this paper, we will use
the architecture of server virtualization as defined in the
previous section.

3.2.2. Exponential Smoothing Methods

Exponential smoothing technique is an effective method
commonly used to forecast temporal data.lt can cope with
data having little fluctuation or a small trend.In our study,
the data have two patterns of change, i.e., relatively
constant and time change with a little trend. Hence, the
exponential smoothing method is suitable for these data
change patterns to predict the future data values. There
are two widely used smoothing approaches which are
simple exponential smoothing and double exponential
smoothing. Let f be the predicted value at time tand x be
the considered data at time t. The methods are set up as
follows.

Simple Exponential Smoothing
This approach focuses on different weighted data in different
periods of time. There are three variables involved, namely,
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a smoothing constant, the most recent predicted value,
and the current data. A smoothing constant ac [0, 1] is a
weight assigned to the latest historical data.The formula
of the simple exponential smoothing is defined as follows.

f,.=ox +(1- o (1)

Double Exponential Smoothing

Simple exponential smoothing method does not focus on
the trend of data. The trend of data can cause a prediction
error due to the fluctuation. To handle this phenomenon,
the equation of simple exponential smoothing is rewritten
by adding another term for handling a trend within a
considered period of time. This term is defined as a
function of two consecutively predicted values. Let Abe a
considered period of time. The predicted value computed
by double exponential smoothing method is defined as
follows.

ft+A =5t bt @)

f., is the prediction value at time t+4, b, is the trend
smoothing value, and s, is the overall smoothing value.

The values of b, and s are defined in the following equations.
s,=ox +(1-a)(s,,+b,) ©)]
bt =Y (St - St-l) +(1- Y) bt-l )

where 0 < o < 1 is the smoothing constant between actual
data and predicting value and 0 <y <1 is a smoothing
constant between the trend of actual data and the trend
of prediction value. In case of seasonal trend pattern, the
triple exponential smoothing method known as Winter’s
method can be applied.

3.2.3. Association Rule Discovery

Association rule is one of the well-known data mining
techniques. The technique is used to analyze the
relationship of the two data sets or larger data. In our
experiments, this approach is compared with our approach
in terms of day, time, and the resource usage levels. In
association rule discovery, confidence (Conf) and
support(Sup) are two values used to measure the strength
of each discovered rules based on a considered set of
transactions. A rule consists of left-hand side items and
right-hand side items. The left-hand side items are the
cause and the right-hand side items are the results. For
any rule, support is defined as the ratio between the number
of transactions having all items in both left-hand and right-
hand sides and the total number of considered
transactions. But confidence is defined as the ratio
between the number of transactions having all items in
both left-hand and right-hand sides and the number of
transactions having only the left-hand side items.

In this study, the items of the left-hand side are the day
and time but the items on the right-hand side are the
amount of allocated resources in advance which is defined

in terms of level unit. Some rules are eliminated by using
the measures sup and conf.

3.2.4. Autoregressive Integrated Moving Average
(ARIMA)

ARIMA model or Box-Jenkins technique is a popular
univariate time series model prediction. This technique
combines autoregressive (AR) model and moving average
(MA) model based on historical data. It produces rather
appropriate and efficient outcomes for a short period of
time. [19].

3.2.5. Resource Utilization

Every organization prefers to achieve high computing
system utilization with respect to the worthy investment.
The term system refers to CPUs and memory units in
this research. However, high system utilization may conflict
with system performance in terms of response time and
user satisfaction [20], [21] and [22]. With the factors
mentioned above, this research focused on compromising
the conflict between resource utilization and system
response time to satisfy users’ requests. Researches
study on the relationship between utilization and response
time were reported in [20], [21], [22], [23], [24] and [25].
These studies did not relate the problem of best resource
allocation to the problems of resource utilization and
response time.
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Figure 2. An example of the relationship between resource
utilization and response time [20]

Figure 2 shows an example of the relationship between
system utilization and response times [20]. It can be seen
when the utilization is almost 100%, the response time
becomes very slow. High utilization of the allocated
resources implies that the resources are fully functioning,
but it does not imply that the processing speed of any
task is maximum. The compromised values of utilization
and response time should be at the knee point of the
graph as shown in Fig. 2. This point is where the gradient
of the curve suddenly changes. In this figure, the knee
point is at 75% of utilization.

Figure 3 illustrates different knee values [22]. The upper
line denotes the current relationship between utilization
and response time. When allocating more resources to
the system, this line is shifted downwards as indicated
by the lower line. The knee value is moved from 0.81% to
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0.66% utilization. This reduces utilization but increases
response time. The location of knee value depends upon

the resource configuration and the policy of each
organization.
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Figure 3. Response time curves showing knee values [22]

3.3. Proposed Algorithm

The algorithm consists of two main steps. The first step
is to predict the amount of requested resources by
applying double exponential smoothing method. In fact, it
is rather difficult to make the prediction precise. In case
of imprecision, some processed tasks may be interrupted
due to insufficient resources and the response time must
be prolonged. This degrades user satisfaction although
utilization may be maximum. The second step is to adjust
the predicted amount of resources to compromise the
utilization and system response time. The resources refer
to CPU and memory units. The prediction is performed
one hour in advance. The following variables will be referred
in the algorithm. For any hour i, let

lc , be the percentage of CPU usage at the j"minute
time and kisecond time interval.

2. m, , be the percentage of memory usage at the j"minute
time and kisecond time interval.

3. 5% be the overall smoothing value at the i hour. This
has the same meaning as s, in Section 3.2.2. The
superscript (cpu) denotes that this overall smoothing value
is for CPU.

4. b be the trend smoothing value at the i hour. This
has the same meaning as b, in Section 3.2.2. The
superscript (cpu) denotes that this trend smoothing value
is for CPU.

5. smm be the overall smoothing value at the i"" hour. This
has the same meaning as s, in Section 3.2.2. The
superscript (mem) denotes that this overall smoothing value
is for memory.

6. b™™ be the trend smoothing value at the i" hour. This
has the same meaning as b, in Section 3.2.2. The
superscript (mem) denotes that this trend smoothing value
is for memory.

7.,I,ﬁl_be the mean allocated memory units within theit" hour.
8. be themean allocated CPU units within thei hour.

9. i be thepredicted amount of requested memory units
in the next (i+1)" hour.
10. ¢ be thepredicted amount of requested CPU units in

the next (i+1)" hour.
11. u be thecompromising factor of utilization versus user
satisfactions, 1 <u < 100.

Double exponential smoothing is used in our prediction
process because the prediction error of this method is
less than that of the simple exponential smoothing. The
detail of how to predict CPU and memory requests is
giveninAlgorithm 1.

4. Experiments and Results

To signify the merit of our proposed concept, three servers
of different purposes, i.e., database server, application
server, and web server, were involved in the experiment.
Each type of server had its behavioural characteristics.
The database server was used for internally and externally
collecting, creating, and sending documents. The
application server acted as anti-virus scanner and was
also used for installing, updating patches as well as
signature, deploying patches to the users, and monitoring
the system. The web server was used only for web services.
Details of data collection and the set-up of relevant
parameters were given in the following sections.

4.1. Experimental Set-up

Data concerning the use of CPU and memory were
collected from the above three servers at Suan Sunandha
Rajabhat University in every 10 seconds during a period
of 60 days. The values of comprising factor in step 10 of
Algorithm 1 were set to 65. The data were separated into
two parts. The first part was the set of data collected
within the first 45 days used for creating model and the
second part was the remaining data collected within the
other 15 days for testing.

The values of o and ¥ in simple and double exponential
smoothing methods were differently set up as shown in
Table 1 to achieve as high accuracy as possible. Table
1(a) summarizes only the a values for simple exponential
smoothing method, while Table 1(b) summarizes both «
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and Y values for double exponential smoothing method. Since our approach concerns two related issues, i.e.,
Note that the values of o in both methods were set to the predicting the requested resources and resource allocation
same values. to satisfy the response time, the experimental results relevant

to each issue will be separately addressed as follows.
4.2. Experimental Results

Algorithm 1 Predicting and allocating resources
Input : The resources usage in everyk period ¢« and mj«.

Output : Resources allocated for next houri;, &

Step1: Let T = 360.

Step2:for1 <i< 24 do

Step3:Let ¢ = —(}: 01281 Cx)

Step4:end for

Step5:for1 <i< 24 do

Step6:Let m; = ‘(E;=: Th=1Mjx)

Step7:end for

Step8: Compute &;,, by double exponential smoothing method as follows.
Ear = & + (1= (ST + bEP™) 4 y(sLP — sy 4 (1 — y)bEW

Step9: Compute 7,4, by double exponential smoothing method as follows.
ey =0 Ay + (1—c)(sTm™ 4 pIEmDy 4 y(sME™) — s 4 (1 — y)B™

Step10: Adjust the prediction &;,, and #i;., by

Ciy1 = &Eﬂl
u
. 100 _
i+1 = M1
Server Resource a Server Resource | « a
Database | CPU 0.6 Database | CPU 0.6 0.2
Mem 1.0 Mem 1.0 0.0
Application| CPU 0.5 Application | CPU 0.5 0.2
Mem 1.0 Mem 1.0 0.0
Web CPU 0.2 Web CPU 0.2 0.0
Mem 1.0 Mem 1.0 0.0
(a) Simple Exponential (b) Double Exponential

Table 1.The set up values of azand y for both exponential smoothing methods. (a) The o value for simple exponential smoothing method.
(b) The a and y values for double exponential smoothing method
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Figure 4. Resource prediction by exponential smoothing method for three servers

4.2.1. Results of Exponential Smoothing Methods
The percentage of CPU and memory usages in each hour
predicted by simple exponential and double exponential
smoothing methods are compared and shown in the figure
4. The predicted CPU usages of database, application,
and web servers are in Figure 4(a), (c), and (e),
respectively. Predicted memory usages of those three
different servers are in Figure 4(b), (d), and (f), respectively.
Itis noticeable that the predicted CPU and memory usage
of all servers by double exponential smoothing method,
which was adopted in our work, are more accurate than
those from simple exponential smoothing method.

4.2.2. Effect of Compromising Factor on Resource
Allocation

Generally, the predicted number of resources may be
higher or lower than the actual number of requested
resources. If the predicted number of resources is higher

than the actual requested one, then the best response
time can be achieved. But if the predicted number of
resources is lower than the requested one, then some
additional resources must be augmented to the predicted
one to maintain the best response time. After the prediction
by exponential smoothing method, the predicted
resources are augmented by allocating some additional
resources, i.e. more number of CPUs and memory units.
However, the augmented resources must not be too many
to affect optimizing the number of idle resources and power
consumption of those idle resources. Determining the
optimal number of augmented resources is not easy since
the actual behaviour of CPU and memory requests is
unknown in advance. The only known information is the
predicted request. In our experiment, an additional
compromising factor u was empirically set to 65%-75%
of resource utilization. Fig. 5 shows the CPU allocation,
actual CPU usage, and the predicted values. Fig. 6 shows
the memory allocation, memory usage, and the predicted
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values. The value of compromising factor u can directly
affect the performance if utilization is close to the knee
value. On the other hand, if utilization is set too low, it
would be wasteful since there may be too many idle
resources.

However, higher utilization will deteriorate the response
time because the allocated resources may not be enough

to run the given tasks, which implies that all allocated
resources must be busy all the time. For the example in
Table 2, at 2 o’clock, the predicted value is 37.17. If the
value of u is set to 65% (u65), then allocated value
becomes (37.17*100)/65 = 57.19. But the actual resource
usage is equal to 38. Then the real utilization is (38*100)/
57.19 = 66.45. This value is over the utilization boundary
but not over 75%.
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Figure 6. Memory allocation with compromising factor u = 65% for database server

In contrast to previous 65% utilization, at 2 o’clock, if the
value of u is set to 75% (u75) of the predicted value of
37.17, then the allocated resource becomes (37.17*100)/
75 =49.56. But the actual resource usage is 38. Hence
the real utilization is (38*100)/49.56 = 76.67, which exceeds
utilization boundary of 75%.

Table 3 demonstrates the utilization for different values of
u, denoted by u65, u66, u67, u68, ue9, u70, and u75. The
result indicated that when the value of u is increased, the
utilization of system may also be increased in some cases.
This may reduce the response time of the system.

4.3. Comparisons with Other Predicting Models
Resource prediction is an important part of this research
since the prediction values will be considered in the
allocation policy. Two predicting methods, i.e. association
rule and ARIMA, were compared with ours in terms of
prediction accuracy.

4.3.1. Comparing with Association Rule

The resource usage predicted by association rule in our
experiment was classified into the following five levels: 1
for low level; 2 for medium low level; 3 for medium level; 4
for medium high level; and 5 for high level. Each level is
determined by a set of rules written in the forms of (D, T)
— L where D is the day, T]. is the time when the usage
occurs, and L is the level. For example, the rulemeans
the resource usage on Monday at 06:00PM is in level 3.

(Monday, 06:00 PM) — 3

Table 4(a) shows an example of rules for predicting
memory usage levels on Monday and Tuesday at 06:00
PM in database server. Confidence and support values
are used for rule selections. It may be possible that there
are more than one established rule with equal confidence.
In this situation, the rule with maximum support will be
selected. But if there exists a set of rules whose confidence
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and support values are equal, then the first rule of this set
will be selected [18]. Table 4 (b) shows an example

association rule prediction of memory usage by the
database server during 24x7 hours of service.

Time Predicted| CPU_ Allocated | Utilization | Allocated | Utilization (75%)
(%) Usage With U65| (65%) With U75
1 371.17 31.17 57.18 65 49.56 75
2 37.17 K 57.19 66.45 49.56 76.67
3 3767 375 57.96 64.7 50.23 74.66
4 3757 36.67 578 63.44 50.1 732
5 37.03 38.67 56.97 67.87 49.38 7831
6 38.02 35.67 58.49 60.99 50.69 70.37
7 36.61 37.17 56.32 65.99 4881 76.15
8 36.95 B 56.84 66.85 49.26 77.14
9 3758 36 57.82 62.26 50.11 7184
10 36.64 335 56.36 5943 4885 68.58
n 34.76 35.83 53.47 67.01 46.34 7731
12 3541 395 5447 7251 4721 83.67
13 37.87 39.33 58.26 67.51 50.49 779
14 38.75 37.33 59.62 62.62 51.67 72.25
15 379 4317 58.31 74.03 50.54 85.42
16 41.06 44.83 63.18 70.96 54.75 81.88
17 4333 4017 66.66 60.26 57.77 69.53
18 4143 37.67 63.75 59.09 55.25 68.19
19 39.18 %6 60.27 59.73 52.24 68.92
20 37.27 38.67 57.35 67.43 49.7 7781
21 3811 42.83 58.64 73.04 50.82 84.28
2 40.95 37.33 63 59.26 54.6 68.37
2 38.78 B 59.67 63.69 5171 7348
24 38.32 34.83 58.95 59.08 51.09 68.17

Table 2.Resource utilization with allocation at u65 and u75

From association rule with confidence and support values
in Table 4(b), the level of memory usage predicted for
database server in 7 days and in each hour period are
summarized in Table 5(a). To compare with our predicting
method, each level number must be converted to a numeric
value corresponding to the resource usage as follows. At
level i, there may be different numbers of resource usage.
Let RO ={r0,..., r®} be the set of different resource
usage rJ.“) atlevel i. The numeric value of resource usage
-

at level i is equal to Ej‘ﬂ%

Table 5(b) shows the numeric value of corresponding CPU
usage after converting from its level. The average
percentage of resource usage for each hour is converted
from the level usage. Fig. 7 shows the comparison of

prediction results obtained from double exponential
smoothing, association rule, and actual resource usage
for database, application, and web in three different servers.
The results of our method are more accurate than others
for three servers.

4.3.2. Comparing with ARIMA

ARIMA is an efficient statistical forecasting method. The
results from our method were compared with ARIMA for
CPU and memory usage for database, application, and
web in three servers. Fig. 8 shows the comparison results
obtained from double exponential smoothing, ARIMA, and
actual resource usage. Generally, the proposed method
produced higher accuracy than ARIMA except the case
of CPU usage of web server. In this case, the errors from
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Time ue65 u66 u67 u68 u69 u70 u7s
1 65.00 66.00 67.00 68.00 69.00 70.00 75.00
2 66.45 67.47 68.49 69.51 70.54 71.56 76.67
3 64.70 65.70 66.69 67.69 68.68 69.68 74.66
4 63.44 64.41 65.39 66.37 67.34 68.32 73.20
5 67.87 68.92 69.96 71.01 72.05 73.09 78.31
6 60.99 61.93 62.86 63.80 64.74 65.68 70.37
7 65.99 67.01 68.03 69.04 70.06 71.07 76.15
8 66.85 67.88 68.91 69.94 70.96 71.99 7714
9 62.26 63.22 64.18 65.14 66.09 67.05 71.84
10 59.43 60.35 61.26 62.18 63.09 64.01 68.58
1 67.01 68.04 69.07 70.10 7113 7216 77.31
12 72.51 73.63 74.75 75.86 76.98 78.09 83.67
13 67.51 68.55 69.59 70.63 71.67 72.70 77.90
14 62.62 63.58 64.54 65.51 66.47 67.43 72.25
15 74.03 7517 76.31 77.45 78.59 79.73 85.42
16 70.96 72.05 73.14 74.24 75.33 76.42 81.88
17 60.26 61.19 62.11 63.04 63.97 64.90 69.53
18 59.09 60.00 60.91 61.82 62.73 63.64 68.19
19 59.73 60.65 61.57 62.49 63.40 64.32 68.92
20 67.43 68.47 69.51 70.54 71.58 72.62 77.81
21 73.04 7417 75.29 76.41 77.54 78.66 84.28
22 59.26 60.17 61.08 61.99 62.90 63.81 68.37
23 63.69 64.67 65.65 66.63 67.61 68.59 73.48
24 59.08 59.99 60.90 61.81 62.72 63.63 68.17

Table 3. Resource utilization with different utilization boundary

Rule Conf (%) Sup (%)

Monday , 06:00 PM — 3 37.5 0.219

Monday , 06:00 PM — 4 50 0.292

Monday , 06:00 PM — 2 12.5 0.07

Monday , 06:00 PM — 4 50 0.292

Tuesday , 06:00 PM — 1 12.5 0.073

Tuesday, 06:00 PM — 3 25 0.146

Tuesday, 06:00 PM — 4 50 0.292

Tuesday, 06:00 PM — 4 50 0.292

(a) Examples of rules for predicting

both methods were almost the same and rather high. Our 4.3.3. Summary of Comparison
best result was the memory usage prediction of database We use mean square error (MSE to evaluate the
and web servers. performance of each method with respect to the actual
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No. | rule Conf (%) Sup (%)
1 Monday, 0:00 —» 3 |62.5 0.365
24 | Monday, 23:00 — 3 [62.5 0.365
25 Tuesday, 0:00 — 3 |50 0.292
168 | Sunday, 23:00 — 3 [55.56 0.365

(b) Example of predicting by association

Table 4. Association rule with confidence and support values
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Figure 7. Comparison of resources prediction by association rule and our double exponential smoothing method for three
servers
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(a) Level for resource usage

Time sat | sun | mon | tue |[wed| thu fri
0 52 | 40 | 46 46 |40 52 40
1 52 | 40 | 46 46 |46 | 40 46
2 46 | 40 | 46 46 |46 52 52
8 46 | 40 | 46 46 |46 52 46
4 52 | 40 | 52 46 |40 100 40
5 52 | 40 | 52 40 |46 34 40
6 40 | 40 | 46 46 |46 52 40
7 100 | 40 | 52 46 |46 52 40
8 52 | 40 | 46 46 |40 52 40
9 46 | 40 | 46 46 |46 | 40 40
10 52 | 40 | 52 46 |46 | 46 46
11 52 | 40 | 40 46 |46 | 40 46
12 40 | 40 | 46 46 |52 | 46 46
13 40 | 40 | 46 46 |52 | 40 52
14 40 | 46 | 46 46 |52 | 40 52
15 52 | 46 | 46 46 |52 | 46 52
16 40 | 46 | 46 46 |52 52 46
17 40 | 40 | 46 52 |52 | 46 46
18 40 | 46 | 52 52 |52 | 40 52
19 46 | 46 | 40 46 |52 | 40 52
20 46 | 46 | 46 46 |52 | 46 46
21 46 | 40 | 46 46 |52 | 46 52
22 46 | 46 | 46 40 |52 | 46 52
23 40 | 46 | 46 40 |52 | 46 40

(b) Resource usage in percentage

Table 5. CPU usage in 24 hours by association rule

values. MSE is defined by the following equation. Suppose
there are n data points.

n

MSE=) (y,=V;)*/n 5)

Y, is the actual value at time i. f/,. is the predicted value

attime i. Table 4.8 shows MSE for all method predictions
in three servers. Association rules provide the highest
prediction error. This is probably because resource usage
and the period of time in each day are less correlated.
Furthermore, ARIMA model prediction is more efficient
than association rules. Simple and Double exponential
techniques give slightly different values. Double
exponential smoothing technique gives the least MSE.
Due to data from three servers having different functions,
resource usage of CPU and memory units also varied.

Double exponential can predict data whose behaviors are
different from stationary or non-stationary because this
model adjusts the smoothing constant between actual
data and predicting value (o) and the smoothing constant
between the trend of actual data and the trend of prediction
value (y).

5. Conclusions and Future Work

The problem of predicting resource usage, especially CPU
and memory usage, with the constraints on resource
utilization in order to achieve the best response time of a
virtualization system was studied. Unlike other predictions,
our prediction involves consideration of resource utilization
with the prediction to compromise between the system
response time and resource utilization. High utilization
may prolong system response time. On the other hand,
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Figure 8.Comparison of resources prediction by ARIMA and our double expoential smoothing method for three servers

low utilization may shorten system response time and
leave some idle resources. The method of double
exponential smoothing technique with utilization
compromising factor were introduced in this paper. The
proposed method was tested with the actual data and
compared with association rule and ARIMA. Our prediction
produced the higher accurate results than those of the
other methods. The proposed compromising factor can
be effectively used to allocate resources to meet the
acceptable system response time.

Typically, the behaviour of request for resources of a server
is rather inconsistent. It may depend upon operation time
of the system, the number of users, or the demands of
users’ programs. The parameters used in the predicting
algorithm as well as the utilization compromising factor
must be periodically adjusted to conform with up-to-date
situation. Identifying the resource requesting behaviour of
the system for different periods of time must be further
studied.
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