ABSTRACT: The aim of the work is to increase the reliability of the AES cipher by means of development and application of redundant codes of a polynomial residue number system (PRNS) that are able to correct the errors caused by failures. The known methods of countering failures do not take into account the specificities of the AES cipher, which leads to significant hardware costs. The problem can be solved through the use of error-correcting codes of a polynomial residue number system. However, it is impossible to use the known methods of search and correction of errors by the PRNS codes in the AES cipher. Therefore, the development of a method, the use of which will give the AES cipher the robustness property with respect to failures through the use of the PRNS codes, is a topical problem.

1. Introduction

Currently, there is an increased interest of developers in the SPN ciphers that use a Substitution-Permutation Network. These codes have a good combination of such indicators as cryptographic robustness, efficiency, and relatively low hardware costs. However, during the operation of the encoder of the SPN ciphers, some equipment failures may occur. These failures can be both natural and anthropogenic. This will result in distortion of the result of encryption. The known methods of countering the effects of failures do not address the specific character of the SPN ciphers, which leads to significant hardware costs. This problem can be solved through the use of error-correcting codes of a polynomial residue number system.

In the first part of the article, we analyze the main methods of increasing the reliability of the AES encryption devices, including the methods allowing reducing the hardware costs. The possibility of implementation of the AES algorithm in the PRNS code is shown.

The second part is devoted to the development of new principles of constructing the corrective PRNS codes. The results of studying the corrective capacity of such codes are presented. It is shown that the PRNS codes with one control base allow only detecting errors. An algorithm is developed that enables to correct errors using a PRNS code. Examples of implementation of the algorithm in the...
replacement of Sub Bytes are given.

The following are the results of a comparative analysis of the developed error correction algorithm with the "2 out of 3" method of masking failures; there are also shown the prospects of development of the research topic.

2. Methods

2.1 Analysis of the main methods of counteracting failures in the AES cipher

One of the frequently used SPN ciphers is the AES cipher. This is connected with the fact that AES is ideally fit for the embedded data protection systems. Among the advantages of the AES cipher there are the following ones (Schneier et al., 2000; Nechvatale et al., 2000):

- High efficiency on all platforms;
- High level of security;
- It can be easily implemented in the smart-cards.

However, the AES cipher does not possess the robustness property with respect to faults and failures that may occur during the operation of the cipher. Among the destructive influences of nature on the AES cipher, the following ones may be indicated:

- Failures in the electrical power system;
- Change in the supply voltage of the encoder;
- Change in the clock frequency of the encoder.

A malperformance of the encoder can be caused not only by the influences of nature, but also by the attacks on the AES cipher. It is known that one of the effective methods of cryptanalysis is the attacks on the AES using the method of differential cryptanalysis on the basis of failures (Blomer & Seifert, 2003; Peacham & Thomas, 2006). The attacks based on faults (the fault attacks) are based on various specific impacts on the encoder in order to disrupt its normal functioning, causing the possibilities of failures in the encoder functioning (Parket al., 2011).

In the work (Bar-El et al., 2004), the main techniques and methods to counteract failures in the process of the operation of the AES cipher are presented, among which one can distinguish:

- The introduction into the encoder of detectors of various influences, which would block the encoder in the event of detecting an influence;
- The use of the passive shielding of the encoder;
- Various kinds of duplication of calculations with comparing of the results;
- The use of check-summing of some data fragments;
- Introduction into the program of random redundant computations.

However, these methods do not take into account the specificity of the AES cipher, resulting in the solutions with significant costs.

1.2 Implementation of the AES cipher in a Polynomial Residue Number System

Let us consider the ways to reduce the hardware costs for the implementation of the AES cipher, which will also reduce the number of failures. The basis of the first group is comprised by the methods of synthesis of the resulting logic function. For example, in (Song, 2003), the obtaining of the desired logic function in the PDNF or PCNF form is demonstrated. As a result, an optimized structure of the S-Box permutation blocks is obtained.

Those methods are put into the basis of the second group that allows reducing the calculations in the field $GF(2^8)$ to calculations in the finite fields of lower order. Such technique is considered in detail in (Akashi, 2001) and tested in the works (Mangard et al., 2003; Hodjat & Verbauwhede, 2004; Natale et al., 2007). The essence of it is reduced to the representation of elements of the field $GF(2^8)$ in the form of elements of the field $GF(2^4)$.

As is known, the AES cipher works with the bytes $S(j)$, considered as elements of the Galois field $GF(2^8)$ with the generating polynomial $p(x)=x^8+x^4+x^3+x+1$. After transition to the ring of irreducible polynomials $p_1(x)=x^4+x+1$ and $p_2(x)=x^4+x^3+1$, which generate the finite Galois fields $GF(2^4)$, the bytes of the input and intermediate data $S(j)$ are represented in the form of two residues $s_1(j)=S(j)\mod p_1(x)$ and $s_2(j)=S(j)\mod p_2(x)$.

Since in the foundation of cryptographic transformations of the AES cipher there are the operations of addition and multiplication modulo $p(x)=x^8+x^4+x^3+x+1$, they can be substituted by the corresponding operations over the residues $s_1(j)$ and $s_2(j)$ in the ring of polynomials $p_1(x)$ and $p_2(x)=x^4+x^3+1$. Thus, in the realization of the AES cipher, a PRNS code is used with two working bases.

In the PRNS code, the positional binary code is represented in a polynomial form, and then the following collection of residues is put into correspondence to this polynomial (Duquesne, 2011; Chu & Benaissa, 2009; Gordenko et al., 2014).

$$A(x)=(a_1(x), a_2(x), \ldots, a_k(x)),$$

where $a_i(x) = A(x) \mod p_i(x)$; $i = 1, \ldots, k$.

This collection of bases of the PRNS code forms a working range of the system

$$P(x) = \prod_{i=1}^{k} p_i(x),$$
Since the congruences with respect to one and the same modulus can be added term by term, then for two polynomials \( A(x) = (a_1(x), a_2(x), ..., a_k(x)) \) and \( B(x) = (b_1(x), b_2(x), ..., b_k(x)) \) the following is true
\[
[A(x) + B(x)]_{p(x)} = [a_1(x) + b_1(x)]_{p(x)}, \ldots, [a_k(x) + b_k(x)]_{p(x)},
\]
where + and o are the operations of addition and subtraction modulo \( p \).

The parallel data processing with respect to the PRNS bases allows providing high-speed execution of these modular operations. Thanks to this feature, the modular codes are widely used in the devices of real-time signal processing (Katkov, & Kalmykov, 2013; Kalmykov et al., 2014).

The AES cipher works with the bytes, which are considered as the elements of the field \( GF(2^8) \), where the generating polynomial \( p(x) = x^8 + x^4 + x^3 + x + 1 \). Each round of the AES encryption consists of the transformations:

- Substitution of the bytes, Sub Bytes;
- Byte-at-a-time shift of rows, Shift Rows;
- Mixing of columns, Mix Columns;
- Summation with the round key, Add Round Key.

To provide failure tolerance, a direct PN-PRNS converter, a PRNS-PN inverter, and an error correction block are introduced into the encryption module.

It is known that the transformation SubBytes requires significant hardware costs, which amount from 84% to 90% of the total hardware costs for the encoder. Let us consider the application of the PRNS code in conducting the SubBytes transformation. A byte of a clear text \( S \) arrives at the input of the converter from PC to the PRNS code, from the output of which the residues \( s_1(x) \) and \( s_2(x) \) are read off, where \( s_1(x) = S(x) \mod p_1(x) \) and \( s_2(x) = S(x) \mod p_2(x) \).

Thus, the byte \( S(x) \) has the form of two four-digit blocks of data, represented with respect to the PRNS modules. In this form, the data come to the Sub Bytes converter. Moreover, \( s_1(x) \) defines the column number, whereas the row number is given by the residue \( s_2(x) \). Then the substitution table of Sub Bytes, which required a memory block of 256x8 bits, is represented now in the form of two tables of 256x4 bits. In the tables, there are the residues of the substitution \( s'(x) \), reduced with respect to the moduli \( p_1(x) = x^4 + x + 1 \) and \( p_2(x) = x^4 + x^3 + 1 \). In Table 1 there are given the first three rows of the substitution table of \( S_1 \)-block modulo \( p_1(x) = x^4 + x + 1 \).

Let us assume that a byte of the current state comes to the inputs of the \( S \)-block. The 4 high-order bits of the byte define the number of the table row, whereas the 4 low-order bits define the column number. For example, when the input is the state \( \{00011001_2\} = \{19_{16}\} \), then the result at the output of the \( S \)-block will be \( \{d_{416}\} = \{11010100_2\} \), which is situated at the intersection of the 1st row and the 9th column.

The residues \( S'(x) = (A, 0) \) come to the inputs of the substitution table of the \( S_1 \)-block modulo \( p_1(x) = x^4 + x + 1 \) and the \( S_2 \)-block modulo \( p_2(x) = x^4 + x^3 + 1 \). The result of the substitution is determined from Tables 1 and 2. In Table 1, at the intersection of the column \( A \) and the row 0, there is the number 0. In Table 2, at the intersection of the column \( A \) and the row 0, there is the number 5. As a result of action of the state byte \( S = \{00011001_2\} = \{19_{16}\} = (A, 0) \), a substitution byte is obtained, equal to \( S'(x) = (0, 5) \) in PRNS. This corresponds to the substitution \( S'(x) = \{d_{416}\} = \{11010100_2\} \). Let us check it

\[
s'_1(x) = [d_{416}] \mod x^4 + x + 1 = x^7 + x^6 + x^4 + x^2 \mod x^4 + x + 1 = 0;
\]

\[
s'_2(x) = [d_{416}] \mod x^4 + x^3 + 1 = x^7 + x^6 + x^4 + x^2 \mod x^4 + x^3 + 1 = x^2 + 1 = 5.
\]

The transition from the processing of the bytes \( S(j) \) modulo \( p(x) = x^8 + x^4 + x^3 + x + 1 \) to the ring of polynomials \( p_1(x) = x^4 + x + 1 \) and \( p_2(x) = x^4 + x^3 + 1 \) can be used for the development of new principles of constructing the correcting PRNS codes. As a control base, we will use the polynomial \( p_1(x) = x^4 + x^3 + x + 1 \) for the development of new principles of constructing the...
Table 1. Substitution table of $S_1$-block modulo $p_2(x) = x^4 + x^3 + 1$

<table>
<thead>
<tr>
<th>$s_2(x)$</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
<th>F</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>F</td>
<td>D</td>
<td>B</td>
<td>B</td>
<td>5</td>
<td>B</td>
<td>F</td>
<td>0</td>
<td>1</td>
<td>4</td>
<td>3</td>
<td>F</td>
<td>9</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>D</td>
<td>5</td>
<td>9</td>
<td>0</td>
<td>9</td>
<td>3</td>
<td>4</td>
<td>A</td>
<td>4</td>
<td>F</td>
<td>6</td>
<td>0</td>
<td>4</td>
<td>8</td>
<td>9</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>A</td>
<td>2</td>
<td>E</td>
<td>5</td>
<td>A</td>
<td>4</td>
<td>6</td>
<td>C</td>
<td>2</td>
<td>4</td>
<td>D</td>
<td>6</td>
<td>6</td>
<td>D</td>
<td>F</td>
<td>8</td>
</tr>
</tbody>
</table>

In Table 2 there are given the first three rows of the substitution table of $S_2$-block modulo $p_2(x) = x^4 + x^3 + 1$

<table>
<thead>
<tr>
<th>$s_2(x)$</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
<th>F</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>7</td>
<td>F</td>
<td>8</td>
<td>3</td>
<td>5</td>
<td>C</td>
<td>B</td>
<td>8</td>
<td>6</td>
<td>4</td>
<td>5</td>
<td>4</td>
<td>E</td>
<td>B</td>
<td>C</td>
</tr>
<tr>
<td>1</td>
<td>B</td>
<td>1</td>
<td>4</td>
<td>6</td>
<td>D</td>
<td>9</td>
<td>B</td>
<td>F</td>
<td>D</td>
<td>F</td>
<td>A</td>
<td>1</td>
<td>6</td>
<td>B</td>
<td>C</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>0</td>
<td>A</td>
<td>7</td>
<td>F</td>
<td>4</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>5</td>
<td>E</td>
<td>B</td>
<td>1</td>
<td>9</td>
<td>9</td>
<td>9</td>
</tr>
</tbody>
</table>

Table 2. Substitution table of $S_2$-block modulo $p_2(x) = x^4 + x^3 + 1$

2. Development of a method of searching and correcting errors in the PRNS code

2.1 Mathematical foundations of error correction using the PRNS codes

A qualitative leap in providing failure tolerance for the AES cipher is to use the redundant PRNS codes. The parallel and independent processing of residues is an ideal foundation for the correction of errors occurring due to the system malfunctions (Gordenko et al., 2014). In this case, no data exchange takes place between the modules in the PRNS codes. This property of the PRNS codes is used for detection and correction of errors. However, to do this, it is necessary to introduce the control bases.

The introduction of $r$ control bases of PRNS, which must satisfy the condition

$$\deg p_{k+r} \geq \deg p_{k+r-1} \geq \ldots \geq \deg p_k \geq \deg p_{k-1} \ldots,$$

leads to expansion of the working range to a full range

$$P^*(x) = \prod_{i=1}^{k+r} p_i(x) = P(x) \prod_{i=k+1}^{k+r} p_i(x),$$

if $A(x)$ belongs to the working range, that is

$$\deg A(x) < \deg P(x),$$

then the code $A(x) = [a_1(x), a_2(x), \ldots, a_{r+t}(x)]$ will be considered allowable. Otherwise, the PRNS code contains errors.

If an error appeared with respect to the $i$-th base of the PRNS code, then the erroneous code equals

$$A^*(x) = (a_1(x), \ldots, a_i(x), a_i(x)+\Delta a_i(x), a_{i+1}(x), \ldots, a_{k+r}(x)),$$

where $\Delta a_i(x)$ is the depth of the error with respect to the $i$-th base.

According to the Chinese remainder theorem, in the transference to the positional notation (PN), we will have

$$A'(x) = \sum_{j=1}^{k+r} (a_j(x) B_j(x) + (a_i(x)+\Delta a_i(x)) B_j(x)) \mod P_{n+l}(x).$$

Let us simplify the equality

$$A'(x) = \sum_{j=1}^{k+r} (a_j(x) B_j(x) + (a_i(x)+\Delta a_i(x)) B_j(x)) \mod P_{n+l}(x) =$$

$$= A(x) + \Delta a_i(x) B_i(x) \mod P_{n+l}(x).$$

Analysis of the equality (11) shows that the error leads to the inequality

$$\deg A'(x) > \deg P_{n+l}(x).$$
This property of PRNS is used for searching and correcting errors in the code.

2.2 Algorithms for calculating the positional characteristics of the PRNS codes

Since the PRNS code is not positional, it is impossible to find out whether the inequality (12) holds judging from the code’s appearance. To solve this problem, one uses positional characteristics (PC), which will allow determining the “location” of the code combination relative to the working range. In addition, the value of PC is determined by all residues, calculated with respect to the bases of PRNS.

One of the most popular PC is the interval number (Berezhnoyet al., 2004; Gapochkin et al., 2014; Kalmykov et al., 2015). In the works (Hu Zhengbing, et al., 2015; Yatskivet al., 2013), the algorithms are presented that allow correcting errors in the PRNS code using expansion of the system of bases. The error syndrome is defined as the difference between the redundant residues $a_{k-1}(x), a_{k-2}(x)$ of the PRNS code $A(x) = (a_1(x), a_2(x), ..., a_{k-2}(x))$ and the result of calculation of the residues $a_{k-1}(x), a_{k-2}(x)$ using the working bases. Another characteristic, which can be used to correct an error in the PRNS code, is a trace. The corresponding calculation algorithm is given in (Gordenkoet al., 2014). The paper (Duninet al., 2014) presents an error correction algorithm which uses a positional characteristic: the coefficients of a mixed-radix system (MRS).

Using these PC in the redundant PRNS codes allows detecting errors. This is connected with the fact that to search for a single error with the help of the PRNS code, one redundant base suffices. Since in the AES cipher the polynomials $p_1(x) = x^4 + x + 1$ and $p_2(x) = x^4 + x^3 + 1$ represent the elements in GF($2^8$), then we use as the control base the polynomial $p_3(x) = x^4 + x^3 + x + 1$.

In the work (Chu, & Benaissa, 2013) it is suggested to use the PRNS code for the detection of errors, appearing due to failures in the AES encryption. In addition, as the working bases of PRNS, the author proposes to use $p_1(x) = x^4 + x + 1$ and $p_2(x) = x^4 + x^3 + 1$, as a control base he chooses $p_3(x) = x^4 + x^3 + x^2 + 1$.

As a result of this, the implementation of the SubBytes transformation has the form of three tables of the size 256 x 4 bits. It is indicated in the work that such approach allows detecting 100% of all single errors and up to 93.75% of multiple errors, arising due to the failures in the operation of the encoder.

To detect an error, the author implements an inverse PRNS-PC transformation with the subsequent comparison with $p(x)=x^4 + x^3 + x^2 + 1$. This transformation can be implemented on the basis of an intermediate MRS

$$A(x) = v_1(x) + v_2(x)p_1(x) + v_3(x)p_2(x)p_3(x) = v_1(x) + v_2(x)p_1(x) + v_3(x),$$

(20)

where $v_j(x)$ are the coefficients of the GPS; $P(x) = p_1(x)p_2(x)$ is the working range.

Thus, to detect an error, one can use the MRS coefficients. This allows reducing the hardware and time costs for the error search in PRNS as compared with (Chu, & Benaissa, 2013).

Obviously, if the condition $\deg A(x) < \deg P(x)$ does not hold, then the leading coefficient of MRS will be $v_{k+1}(x) \neq 0$. This means that there is an error in the PRNS code.

Consider an example. In the PRNS system with the working bases $p_1(x)=x^4 + x + 1$, $p_2(x)=x^4 + x^3 + 1$ and the control base $p_3(x)=x^4 + x^3 + x^2 + 1$, we calculate the orthogonal bases and represent them in GPS.

$$B_1(x) = x^8 + x^4 + x^2 + 1 = \begin{bmatrix} 1 & x^3 & x^2 & 1 \\ 1 & x^3 & x^2 & 1 \\ 1 & x^3 & x^2 & 1 \end{bmatrix};$$

$$B_2(x) = x^{10} + x^8 + x^5 + x^4 + x^2 + 1 = \begin{bmatrix} 0 & x^3 & x^2 & x \\ 0 & x^3 & x^2 & x \\ 0 & x^3 & x^2 & x \end{bmatrix};$$

$$B_3(x) = x^{10} + x^8 + x^5 + x^4 + x^2 + 1 = \begin{bmatrix} 0 & 0 & x^2 & x+1 \\ 0 & 0 & x^2 & x+1 \end{bmatrix}.$$

Let us transfer into MRS the PRNS code $[d4]=x^8 + x^4 + x^2 = (0, x^3 + 1, x^3 + x^2 + 1)$.

Let us multiply the residues by the orthogonal bases, represented in MRS module by module, taking into account the excess of the module in the calculation of the subsequent coefficient. The results are shown in Table 5.

Since the leading coefficient $v_3 = 0$, the PRNS code contains no errors.

Suppose that an error with respect to the first base has occurred. Then the PRNS code $[d4]=x^8 + x^4 + x^2 = (0, x^3 + 1, x^3 + x^2 + 1)$.

Let us calculate the MRS coefficients. The results are shown in Table 6.

Since the leading coefficient $v_3 = 1$, the PRNS code contains an error.

However, the PC data of the PRNS codes cannot be used to eliminate the consequences of failures in the AES encryption. This is due to the fact that to correct a single error in the PRNS code, two redundant bases are used. The value $v_3 = 1$ can appear, if an error with respect to the control base took place. In this case, the combination $A'=\{0, x^3 + 1, x^3\}$. As a result of collision, it is impossible...
Table 5. Calculation of the MRS coefficients

<table>
<thead>
<tr>
<th>Modules</th>
<th>$p_1(x) = x^4 + x + 1$</th>
<th>$p_2(x) = x^4 + x^3 + 1$</th>
<th>$p_3(x) = x^4 + x^3 + x^2 + x + 1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>PRNS code</td>
<td>Product</td>
<td>Product</td>
<td>Excess of the polynomial $p_3(x)$</td>
</tr>
<tr>
<td>$a_1(x) = 0$</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$a_2(x) = x^2 + 1$</td>
<td>0</td>
<td>$x^2 + x^2$</td>
<td>$x + 1$</td>
</tr>
<tr>
<td>$a_3(x) = x^3 + x^2 + 1$</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>MRS coefficients</td>
<td>$v_1(x) = 0$</td>
<td>$v_2(x) = x^3 + x^2$</td>
<td>$-$</td>
</tr>
</tbody>
</table>

Table 6. Calculation of the MRS coefficients

<table>
<thead>
<tr>
<th>Modules</th>
<th>$p_1(x) = x^4 + x + 1$</th>
<th>$p_2(x) = x^4 + x^3 + 1$</th>
<th>$p_3(x) = x^4 + x^3 + x^2 + x + 1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>PRNS code</td>
<td>Product</td>
<td>Product</td>
<td>Excess of the polynomial $p_3(x)$</td>
</tr>
<tr>
<td>$a_1(x) = 1$</td>
<td>1</td>
<td>$x^3 + x^2 + 1$</td>
<td>0</td>
</tr>
<tr>
<td>$a_2(x) = x^2 + 1$</td>
<td>0</td>
<td>$x^3 + x^2$</td>
<td>$x + 1$</td>
</tr>
<tr>
<td>$a_3(x) = x^3 + x^2 + 1$</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>MRS coefficients</td>
<td>$v_1(x) = 0$</td>
<td>$v_2(x) = 1$</td>
<td>$-$</td>
</tr>
</tbody>
</table>

Let us consider using the interval number as a PC. It is known that

$$I(x) = \left[ \frac{A(x)}{P(x)} \right] = \left[ \frac{\sum_{i=1}^{n} a_i(x)B_i(x) \mod P'(x)}{P(x)} \right]$$

(14)

If $I(x) = 0$, then the PRNS code does not contain an error, otherwise, it contains one. In Table 5, there are given the values of the interval number for the errors of the PRNS code.

The analysis of Table 5 shows that, in using one control base, there takes place coincidence of interval numbers for different errors.

Consequently, there arises a need to develop new principles of constructing the PRNS codes, aimed at correcting an error caused by a failure.

<table>
<thead>
<tr>
<th>Base</th>
<th>Depth of the error</th>
<th>Interval number</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p_1(x) = x^4 + x + 1$</td>
<td>$\Delta a_1(x) = 1$</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>$\Delta a_1(x) = x$</td>
<td>$x + 1$</td>
</tr>
<tr>
<td></td>
<td>$\Delta a_1(x) = x^2$</td>
<td>$x^2 + x + 1$</td>
</tr>
<tr>
<td></td>
<td>$\Delta a_1(x) = x^3$</td>
<td>$x^3 + x^2 + x + 1$</td>
</tr>
<tr>
<td>$p_2(x) = x^4 + x^3 + 1$</td>
<td>$\Delta a_2(x) = 1$</td>
<td>$x^2 + x$</td>
</tr>
<tr>
<td></td>
<td>$\Delta a_2(x) = x$</td>
<td>$x^3 + x^2$</td>
</tr>
<tr>
<td></td>
<td>$\Delta a_2(x) = x^2$</td>
<td>$x^2$</td>
</tr>
<tr>
<td></td>
<td>$\Delta a_2(x) = x^3$</td>
<td>$x^3 + 1$</td>
</tr>
<tr>
<td></td>
<td>$\Delta a_2(x) = x^4$</td>
<td>$x^2 + x + 1$</td>
</tr>
<tr>
<td></td>
<td>$\Delta a_2(x) = x^5$</td>
<td>$x^3 + x^2 + x + 1$</td>
</tr>
<tr>
<td></td>
<td>$\Delta a_2(x) = x^6$</td>
<td>$x + 1$</td>
</tr>
<tr>
<td></td>
<td>$\Delta a_2(x) = x^7$</td>
<td>$x^2 + x$</td>
</tr>
</tbody>
</table>

Table 5. Interval numbers for the errors of the PRNS code
2.3 Development of an algorithm of error correction by a PRSN code with one control base

To correct an error, we introduce into the code

\[ A(x) = (a_1(x), a_2(x)..., a_k(x)) \] a control base \( p_{k+1}(x) \), which satisfies

\[ \deg p_{k+1}(x) \geq \deg p_k(x). \] (13)

To correct a single error, a corrupted digit in the code, we compute

\[ a_{k+1}(x) = \sum_{i=1}^{k} a_i(x), \] (14)

\[ a_{k+2}(x) = \sum_{i=1}^{k} (i(x)a_i(x)) \bmod p_{k+1}(x), \] (15)

where \( i(x) \) is the polynomial form of the \( i \)-th sequence number, \( \Sigma \) is the summation modulo two.

In this case, the PRNS code has the form

\[ A(x) = (a_1(x), a_2(x)..., a_k(x), a_{k+1}(x), a_{k+2}(x)) \].

To correct the error, we calculate

\[ a_{k+1}^*(x) = \sum_{i=1}^{k} a_i(x), \] (16)

\[ a_{k+2}^*(x) = \sum_{i=1}^{k} (i(x)a_i(x)) \bmod p_{k+1}(x). \] (17)

Then the error syndrome is computed

\[ \delta_{i}(x) = a_{k+1}(x) + a_{k+1}^*(x), \] (18)

\[ \delta_{i}(x) = a_{k+2}(x) + a_{k+2}^*(x). \] (19)

If \( \delta_{i}(x) = 0 \) and \( \delta_{i}(x) = 0 \), then the PRNS code does not contain an error. Otherwise, the PRNS code contains an error. On the basis of the values of \( \delta_{i}(x) \) and \( \delta_{i}(x) \), the error correction in the code is performed.

Results

2.1 Realization of the Sub Bytes transformation in the PRNS code

To eliminate the consequences of failures in the AES cipher, we introduce the Tables 3 and 4. Table 6 contains the data on the sum of residues of the working bases \( p_1(x) = x^4 + x + 1 \) and \( p_2(x) = x^4 + x^3 + 1 \), obtained on the basis of (14).

In Table 7 the data are presented on the weighted sum of the working bases \( p_1(x) = x^4 + x + 1 \) and \( p_2(x) = x^4 + x^3 + 1 \), obtained on the basis of (15).

The usage of Tables 6 and 7 allows carrying out verification of the SubBytes performance. This takes place in the error correction block.

Analogous solutions can be presented also for other...
transformations of the AES encryption: Shift Rows, Mix Columns and Add Round Key.

Let \( S = \{000\} \) be the residues \( S_{1}(x) = (A, 0) \). The residues \( S(x) = (A, 0) \) come to the inputs of the substitution table of the \( S_{1} \)-block modulo \( p_{1}(x) = x^{4} + x + 1 \) and the \( S_{2} \)-block modulo \( p_{2}(x) = x^{4} + x^{3} + 1 \). As a result of the action of the state byte \( S = \{000\} \) in the \( S_{2} \)-block modulo \( p_{2}(x) = x^{4} + x^{3} + 1 \), a substitution byte is obtained, equal to \( S'(x) = (0, 5) \) in PRNS. This corresponds to the substitution \( S'(x) = \{d_{4_{16}}\} = \{1010100\} \).

When at the input of Table 6 there are delivered the values \( S(x) = (A, 0) \) of the residues of the current state, then the value \( s_{1_{16}} = \{0101\} = x^{2} + 1 \) will be read off from the output of the substitution table. This number is situated at the intersection of the column \( A \) and the row \( 0 \) in Table 6. When at the input of Table 7 there are delivered the values \( S(x) = (A, 0) \) of the residues of the current state, then the value \( s_{2_{16}} = \{1010\} = x^{3} + x \) will be read off from the output of the substitution table. This number is situated at the intersection of the column \( A \) and the row \( 0 \) in Table 7.

Suppose that in the process of the operation of the AES cipher there were no failures. Then, after completion of the substitution operation using two substitution tables of the \( S_{1} \)-block and \( S_{2} \)-block, the checking for errors is carried out in the PRNS combination. In this case, the expressions (16) and (17) are used. Then we have

\[
S_{3}(x) = \sum_{i=1}^{2} s_{i}(x) = 0 + x^{2} + 1 = x^{2} + 1 = \{s_{1_{16}}\}.
\]

\[
s_{i}(x) = \sum_{i=1}^{2} (i(x)s_{i}(x)) \mod m_{i}(x) = (0 + x(x + 1)) \mod x^{4} + x^{3} + x^{2} + x + 1 = x^{3} + x + 1 = \{A_{1_{16}}\}.
\]

According to (18) and (19), the calculation of the error syndrome is performed. If the syndrome equals to zero, then no failure has taken place. The values of the residues \( s_{1}(x) = 0000 \) and \( s_{2}(x) = 1010 \) with respect to working bases of the PRNS code will participate in the subsequent round transformations.

Suppose that a failure occurred, which has caused a change of the residue value with respect to \( p_{1}(x) = x^{4} + x + 1 \), and suppose that its depth \( \Delta s_{i}(x) = 1 \). Then

\[
S_{3}(x) = S_{3}(x) + \Delta s(x) = 0 + 1 = 0001_{2}.
\]

Then the following code will be delivered to the input of the error correction block

\[
S' = (S_{3}(x), s_{1}(x), s_{2}(x), s_{3}(x)) = (0001_{2}, 0101_{2}, 0101_{2}, 1010_{2}) = (1, x^{3} + 1, x^{2} + 1, x^{3} + x).
\]

Let us calculate \( S_{3}(x) \) and \( S_{4}(x) \) in accordance with (16) and (17)

\[
S_{3}(x) = \sum_{i=1}^{2} s_{i}(x) = 0 + x^{2} + 1 = x^{2} = \{a_{1_{16}}\}.
\]

\[
S_{4}(x) = \sum_{i=1}^{2} (i(x)s_{i}(x)) \mod m_{i}(x) = (1 + x(x + 1)) \mod x^{4} + x^{3} + x^{2} + x + 1 = x^{3} + x + 1 = \{b_{1_{16}}\}.
\]

Let us compute \( \delta_{1}(x) \) and \( \delta_{2}(x) \). We use \( S_{3}(x) \) and \( S_{4}(x) \) from Tables 3 and 4. We obtain

\[
\delta_{1}(x) = S_{3}(x) + S_{4}(x) = (x^{2} + 1) + (x^{2}) = 1.
\]

\[
\delta_{2}(x) = S_{3}(x) + S_{4}(x) = (x^{3} + x) + (x^{3} + x + 1) = 1.
\]

Since \( \delta_{1}(x) \neq 0 \) and \( \delta_{2}(x) \neq 0 \), then a failure occurred in the execution of Sub Bytes. Using the values of \( \delta_{1}(x) \) and \( \delta_{2}(x) \), we determine that the error \( \Delta s_{i}(x) = 1 \). Then we carry out a correction

\[
S_{3}(x) = S_{3}(x) + \Delta s(x) = 0001_{2} + 0001_{2} = 0000_{2}.
\]

Discussion

To simulate the developed algorithm of error correction, we used the Altera processor from the Cyclone III family (the EP3C80F484C6 model). In the experiment, the description was realized in the Verilog HDL language. To compare the simulation results, we used the modules, which are built in the Quartus II development environment and which define the number of logic elements. To simulate the 32-Bit Non-redundant AES, we needed 160 LUT used for RAM. Therefore, in the implementation of the “2 out of 3” backup system, the LUT number will increase to 480. Since the developed algorithm uses two control residues, the hardware implementation of the 32-Bit redundant PRNS AES, excluding the cost of direct and inverse code conversion and error correction, will be 320 LUT used for RAM. For the direct conversion of the 8-bit code into the 4-bit residues and back, we needed additional 11 LUT used for RAM. To perform error correction, it is necessary to carry out the following procedures:

- To calculate the control residues \( a_{3}(x), a_{4}(x) \);
- To calculate the error syndromes and \( \delta_{3}(x), \delta_{4}(x) \);
- To select the correcting values;
- To perform correction of the PRNS code.

These operations must be carried out after each stage of
transformations in the AES algorithm. The simulation results showed that the correction of the PRNS code required 60 LUT used for RAM. Thus, the hardware costs of implementing 32-Bit redundant PRNS AES amounted to 391 LUT used for RAM. The conducted studies have shown that due to the developed algorithm of error correction, 1.22 times less hardware costs are required in comparison with the classical redundancy system “2 out of 3”. The obtained results testify to the effectiveness of the use of non-positional modular codes to counteract the consequences of the failure-based attacks.

Conclusion

The paper analyzed the main methods of eliminating the consequences of failures in the AES encryption. The studies presented in the paper demonstrate that the use of the PRNS code enables performing AES encryption in the finite fields GF(2^s) of lower order with smaller time and hardware costs. Besides, a PRNS code with one redundant base is able to detect errors caused by the failures in the work of the encoder. In order to solve the problem of error correction, an algorithm of error correction in the PRNS code having minimal redundancy is developed. The usage of the developed algorithm ensures correcting all single errors and up to 80 percent of the double errors that occur due to failures.

In this case, the considered algorithm corrects errors with lower hardware costs in comparison with the method of masking failures “2 out of 3”. By virtue of such triple redundancy, all the single errors will be corrected. However, the use of a corrective PRNS code allows reducing the introduced redundancy. The conducted studies have shown that due to the developed algorithm of error correction, 1.22 times less hardware costs are required in comparison with the redundancy system “2 out of 3”. The obtained results testify to the effectiveness of the use of non-positional modular codes to counteract the consequences of the failure-based attacks.

The prospects of further research are connected with the development of new algorithms allowing correcting the errors of higher multiplicity. The algorithm presented in the article is capable of correcting 100% of single and up to 80% of double errors. The impossibility of correcting all double errors is due to the fact that the PC values of the PRNS code with one control base for different sets of erroneous bits will be the same. The development of an algorithm that can resolve this collision will allow correcting 100% of double errors without increasing the code redundancy.

Also promising is the task of investigating the possibility of application of the developed principles of encoding the redundant PRNS codes for the linear and nonlinear cryptographic transformations in the “Kuznechik” encryption algorithm, which is an AES-like cipher.
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