ABSTRACT: Digital image tampering technology having developed with the emergence of the information age, computer software can be used to draw a variety of scene images whose authenticity is undistinguishable to human naked eyes. On account of the challenges to image authenticity, this paper introduces digital image forensics technology. Based on the imaging mechanism and differences of photographic images (PIM) and photorealistic computer graphics (PRCG), images were transformed from red, green and blue (RGB) color space to hue, saturation and value (HSV) color space with PRCG blind identification technology. Then, Weber local features of single-channel image of HSV color space were extracted, including the histogram features of differential excitation information, Sobel gradient direction information and Sobel gradient magnitude information. At last, all the classification features were trained and tested in support vector machine (SVM) classifiers. The experimental results indicate that the algorithm can effectively reduce the dimensionality of the features and increase the detection rate.
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1. Introduction

Contemporarily, digital cameras and printers have been upgraded constantly, and the traditional film images have gradually been replaced by digital images. With the development of digital image technology, digital image processing software technology is in constant innovation and development. For instance, digital image forensics technology has been developed to judge whether images are authentic, complete and original [1, 2], involving multiple disciplines such as computer graphics, image processing, computer vision, machine learning and information security [3]. Based on whether information preprocessing is necessary, digital image forensics technology is divided into active digital image forensics (based on digital watermarking or digital signature) and passive digital image forensics [4-6].

Different from active digital image forensics technology, passive digital image forensics does not involve image preprocessing; instead, authenticity and source of the images can be identified based on characteristics of the images, thus passive digital image forensics is also known as blind digital image forensics technology [7] which can be divided into two categories of blind image forensics technologies oriented by authenticity detection or identification of the sources [8]. Compared with active digital image forensics technology, digital image blind forensics technology is advantageous in sparing
preprocessing such as digital signature or embedding digital watermarking.

The blind identification algorithms for photographic images (PIM) and photorealistic computer graphics (PRCG) are divided into two categories based on the differences in statistical characteristics or imaging process [9]. The two kinds of algorithms applied machine learning method, namely, the algorithm was regarded as a dichotomy problem of photographic images and computer generated images [10]. At present, both in China and other countries, researches on blind identification algorithms are mostly based on extracting the statistical features of images, such as wavelet high order statistical features, fractal dimension features, coherence of adjacent pixels, characteristics of local energy variance, features of histogram frequency domain moments, second order difference statistic features, image quality assessment features and statistical features of photographic images [11]. Then, the extracted classification features are trained and tested in support vector machine (SVM) classifiers. On account of the convenience for use and extensive application of blind identification technology of images, this study is performed with regard to blind identification method of images from the aspect of local image features.

2. Blind Identification Algorithm of Computer Generated Images Based on Weber Local Features

Based on Weber’s law, Weber local feature is proposed as a kind of local feature that can describe the local detail variations of images, including two components (differential excitation and direction information) which can be unified by means of two-dimension joint histogram [12].

2.1 Weber’s law

Discovered by a German physiologist Weber, Weber’s law is used to represent the relationship between physical quantity and psychological quantity [13]. Weber found that only when the ratio of incentive variation quantity and the original incentive quantity was greater than or equal to a constant, can the variation be perceived. The law can be described by the following formula.

\[ k = \frac{\Delta I}{I} \]  

(1)

In formula (1), \( k \) refers to Weber ratio; \( \Delta I \) refers to stimulus variation; \( I \) refers to the original stimulation. According to Weber’s law, two different ratios are used to describe the texture changes in images, differential excitation and orientation information can be obtained and combined, thus a two-dimensional histogram feature is obtained.

2.2 Differential excitation

Differential excitation component is calculated according to a ratio of which the numerator is the sum of the differences between gray values of the current pixel and its neighborhood pixels, while the denominator is the current pixel itself [14-16]. The concrete steps are as follows:

Firstly, filter windows \( f_1 \) and \( f_2 \) are used for filtering processing on the input images, and the first ratio matrix \( G_1 \) is obtained:

\[ v_1 = I^* f_1, v_2 = I^* f_2, G_1 = \frac{v_1}{v_2} \]  

(2)

In formula (2), \( * \) denotes convolution operation; \( I \) refers to the input image. As is shown in Figure 1, \( f_1 \) refers to Laplace filter; \( v1 \) refers to the change of gray level of the filtered image; \( f_2 \) refers to the filtering result; \( v2 \) refers to the input image. The scope of the ratio matrix \( G_1 \) is \([-\infty, +\infty]\). According to formula (3), \( G_1 \) can be mapped to

\[ \alpha = \arctan(G_1), \alpha = \arctan\left(\frac{v_1}{v_2}\right) \]  

(3)

Finally, each value in matrix \( \alpha \) is linearly quantized to \( L_1 \) level. Then, if the values in matrix \( \alpha \) are within the range of

\[
\left[ \frac{-\pi}{2}, \frac{\pi}{2} \right], \left[ \frac{-\pi + \frac{\pi}{2}}{L_1}, \frac{-\pi + \frac{\pi}{2}}{L_1} \right], \ldots, \left[ \frac{-\pi + (i-1) \pi}{L_1}, \frac{-\pi + i \pi}{L_1} \right], \ldots, \left[ \frac{-\pi + (L_1-1) \pi}{L_1}, \frac{-\pi + L_1 \pi}{L_1} \right]
\]

they will be quantified into a constant \( \xi \). In order to facilitate the establishment of statistical histogram, we suppose \( \xi_i = i \). According to formula (4), the quantified differential excitation matrix \( E \) can be calculated

\[ E = \left\{ \frac{\alpha + i \pi}{L_1} \right\}, i = 1, 2, \ldots, L_1 \]  

(4)

Figure 1. Filtering windows in Weber’s local features
2.3 Directional Information
Directional information component refers to solving the gradient directions of images according to the ratio of gray level changes in vertical direction and horizontal direction [17, 18]. The specific steps are as follows.

Firstly, filtering windows $f_3$ and $f_4$ are used for filtering processing on the input images, and the second ratio matrix $G_2$ can be calculated:

$$v_3 = I * f_3, \quad v_4 = I * f_4, \quad G_2 = \frac{v_3}{v_4}$$  \hspace{1cm} (5)

As shown in Figure 1, $f_3$ and $f_4$ are Sobel operators; their filtering results are $v_3$ and $v_4$; respectively, $v_3$ represents the change of images in vertical direction, while $v_4$ represents the change of images in horizontal direction. The range of $G_2$ is $[-\infty, +\infty]$. According to formula (6), the ratio matrix $G_2$ is mapped to $\theta = \arctan(G_2)$:

$$\theta = \arctan(G_2) = \arctan\left(\frac{v_3}{v_4}\right)$$  \hspace{1cm} (6)

Then, according to the positive and negative conditions of $v_3$ and $v_4$, is transformed to $\theta' [0, 2\pi]$:

$$\theta'(x, y) = \begin{cases} \theta(x, y), & v_3(x, y) > 0, \quad v_4(x, y) > 0 \\ \theta(x, y) + \pi, & v_3(x, y) < 0, \quad v_4(x, y) > 0 \\ \theta(x, y) + 2\pi, & v_3(x, y) > 0, \quad v_4(x, y) < 0 \\ \theta(x, y) - \pi, & v_3(x, y) < 0, \quad v_4(x, y) < 0 \end{cases}$$  \hspace{1cm} (7)

In formula (7), $(x, y)$ represents a coordinate in the matrix; the gradient direction matrix $\theta'$ is further linearly quantized to $L$ level. Accordingly, in the gradient direction matrix $\theta'$, the values within the range of are quantified into a constant $\psi$. Similarly, suppose $\psi = 1$, then, according to formula (8), the quantified gradient direction matrix $O$ can be obtained.

2.4 Weber Local Histogram
Two-dimensional histogram statistics can be obtained by combining the differential excitation and direction information. The calculation steps are as follows.

$$WLD(i, j) = \sum_{l=1}^{I} \sum_{j=1}^{J} \delta\delta(Y(x, y), x, y, i, j, l, l')$$  \hspace{1cm} (9)

$$\sigma_j(x, y) = \begin{cases} 1, & (x, y) \in \{\psi_j\} \\ 0, & \text{otherwise} \end{cases}$$  \hspace{1cm} (10)

In formula (9), $X$ and $Y$ respectively denote the line number and column number of image matrix $I$; $(x, y)$ refers to the coordinate in matrix; $WLD(i, j)$ refers to the value at line $i$, column $j$ in 2D Weber local histogram. As shown in Figure 2, the two-dimensional Weber local histogram is transformed into a one-dimensional histogram vector. First, sub-histograms of each line are extracted from the two-dimensional Weber local histogram; then, all the sub-histograms are integrated into a one-dimensional histogram feature vector $h$ whose length is $L_1 \times L_2$.

3. Algorithm Process

3.1 The Basic Process
Firstly, the image library was divided into two parts—training images and test images. Then, the images were transformed from RGB color space to HSV color space. After color channel separation, three single-channel images (H, S and V) were obtained. According to training images, feature vectors were constructed for the establishment of classified models. Based on the given calculation method of Weber local descriptor (WLD) features, WLD histogram features of single-channel images of training images were extracted; then, with SVM classifier, training was performed and classified models were built. At last, classified models were used for image testing. As to the testing images, extraction and construction of feature vectors were performed in the same manner; the obtained classified models were used for testing, thus the classification results were obtained.

3.2 HSV Color Space
HSV color space is similar to RGB color space. The color parameter of the model consists of hue, saturation and value. The three-dimensional sketch map is shown in Figure 3.

In formula (11), $X$ refers to hue, and $0 < H < 360$; if $H < 0$, $H = H + 360$. $S$ refers to saturation, and $0 < S < 1$.

Brightness and color information (hue and saturation) were separated so that the color space was corresponding to human visual perception, better reflecting human identification of colors [19-21]. To sum up, compared with RGB color space, HSV color space was more suitable for the identification of photographic images and photorealistic computer graphics. Therefore, this study identified the images by extracting WLD features of HSV color space.

The algorithm of transforming RGB into HSV is shown in formula (11). $Max$ refers to the maximum values of the three colors RGB of pixel points, while $min$ refers to the minimum values of the three colors RGB of pixel points. According to formula (11), the values of H, S and V were solved.
gradient direction information were quantified into \( k_1 \) and \( k_2 \) level; then, they were stored in the matrix. And then, three matrices in consistent size with the image were obtained, respectively used for the storage of quantification information of differential excitation, Sobel gradient direction and Sobel gradient magnitude.

The histograms of the above three matrixes were calculated. As to the histogram obtained from Sobel gradient information matrix, considering that the proportion of subsequent deviation values was approximate to 0, we only selected the components whose values were the first \( k_3 \) deviation values. Thus we obtained the \((k_1 + k_2 + k_3)\) dimensional classified features of the first group.

As to the images of S channel and V channel, repeating the procedures above, we obtained \((k_1 + k_2 + k_3) \times 3\) dimensional features.

4. Experimental Results and Analysis

4.1 Image library

The image library adopted in this study contained 1500 photographic images and 1250 photorealistic computer graphics (the sample images are shown in Figure 4 and Figure 5) which were used to test classification performance of the classification features. Resolution ratios of the images were varied, such as 737×492 and 722×480; the storage format was JPEG. For each experiment, 1200 photographic images and 1000 photorealistic computer graphics were randomly selected as training samples from the image library, while the remaining images were used as testing samples. On account that the random selection of samples might affect the experimental results to some degree, we selected the average values of 10 experimental results to evaluate the classification performance of the classification features.

This study adopted receiver operating characteristics (ROC) curve and detection rate to evaluate performance of the algorithm. The larger the area under ROC was, the better the classification performance would be [22]. The detection rate included the true positive (TP) detection rate of photorealistic computer graphics, true negative detection rate of photographic images and the overall detection rate (accuracy). The evaluation index was defined as:

\[
\begin{align*}
\text{TP} &= \frac{\text{amount of correctly classified PRCG samples}}{\text{amount of the samples regarded as PRCG}} \\
\text{TN} &= \frac{\text{amount of correctly classified PIM samples}}{\text{amount of the samples regarded as PIM}} \\
\text{accuracy} &= \frac{\text{total amount of correctly classified PRCG and PIM samples}}{\text{total amount of samples}}
\end{align*}
\]

4.2 Experimental procedures

(1) The target color image was input and its attribute label (1 for photographic images and -1 for photorealistic computer graphics) was obtained.

(2) The image was transformed from RGB color space into HSV color space and separated to obtain three single-channel images (H, S and V).
result of 1. According to Table 4, the accuracy of the algorithm was up to 95.79% in detecting photographic images and 94.98% in detecting photorealistic computer graphics. Accordingly, the overall detection accuracy was 95.43%.

4.3 Receiver operating characteristics curve
Figure 3.6 shows the ROC curve which measures the predicting results of the above testing sample images. S refers to the area that ROC curve and the below coordinate axis formed. The greater the value of S was, the more accurate the prediction was. As can be seen from Figure 6, AUC in the experiment was up to 0.9458 which was a relatively ideal value, compared with the optimal prediction

<table>
<thead>
<tr>
<th>$k_1$</th>
<th>TP(%)</th>
<th>TN(%)</th>
<th>Accuracy(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>55.00</td>
<td>80.04</td>
<td>68.02</td>
</tr>
<tr>
<td>2</td>
<td>79.00</td>
<td>89.36</td>
<td>84.98</td>
</tr>
<tr>
<td>3</td>
<td>74.00</td>
<td>88.15</td>
<td>81.12</td>
</tr>
<tr>
<td>4</td>
<td>77.00</td>
<td>87.52</td>
<td>82.03</td>
</tr>
<tr>
<td>5</td>
<td>36.00</td>
<td>90.61</td>
<td>69.81</td>
</tr>
<tr>
<td>6</td>
<td>79.00</td>
<td>89.36</td>
<td>84.98</td>
</tr>
<tr>
<td>7</td>
<td>82.00</td>
<td>81.26</td>
<td>82.04</td>
</tr>
<tr>
<td>8</td>
<td>79.00</td>
<td>89.36</td>
<td>84.98</td>
</tr>
<tr>
<td>9</td>
<td>79.00</td>
<td>89.36</td>
<td>84.98</td>
</tr>
<tr>
<td>10</td>
<td>82.00</td>
<td>81.26</td>
<td>82.04</td>
</tr>
</tbody>
</table>

Table 1. Experimental results of feature dimensions of differential excitation information

4.4 Parameter settings
Based on experiments, this study selected the specific feature dimensions of the three histogram feature components from the improved WLD features. The specific dimensions are as follows.

4.4.1 Histogram feature dimension $k_1$ of differential excitation information

Figure 6. ROC curve (the horizontal ordinate represents specificity; the vertical ordinate represents sensitivity)
Table 1 shows the relationship between the classification performance and histogram feature dimensions of differential excitation information. When the values of \( k1 \) ranged from 1 to 5, the detection performance (either detection rate of photographic images or detection rate of photorealistic computer graphics) was in a gradual increasing trend. When the values of \( k1 \) ranged from 5 to 8, all the detection rates were in a stable condition. When the values of \( k1 \) ranged from 8 to 10, detection rate of photorealistic computer graphics increased to some extent; however, the detection rate of photographic images and the overall detection rate declined. With overall consideration on feature dimensions and detection performance, we determined the value of \( k1 \) to be 5.

### 4.4.2 Histogram feature dimension \( k2 \) of Sobel gradient direction information

Table 2 shows the relationship between the classification performance and histogram feature dimensions of Sobel gradient direction information. The detection performance of photorealistic computer graphics increased first and then decreased with the increasing values of \( k2 \), while the detection rate of photographic images first decreased and then increased. However, according to the experimental results, values of feature components in feature vectors tended to be 0, and the classification performance reached its peak when the value of \( k2 \) was 9. Considering the detection rate and feature dimension, we determined the value of \( k2 \) to be 9.

<table>
<thead>
<tr>
<th>( k2 )</th>
<th>TP (%)</th>
<th>TN (%)</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>58.00</td>
<td>80.02</td>
<td>71.91</td>
</tr>
<tr>
<td>2</td>
<td>74.00</td>
<td>80.62</td>
<td>77.71</td>
</tr>
<tr>
<td>3</td>
<td>65.00</td>
<td>80.02</td>
<td>74.63</td>
</tr>
<tr>
<td>4</td>
<td>56.00</td>
<td>80.02</td>
<td>71.18</td>
</tr>
<tr>
<td>5</td>
<td>38.00</td>
<td>85.64</td>
<td>67.33</td>
</tr>
<tr>
<td>6</td>
<td>70.00</td>
<td>74.99</td>
<td>73.05</td>
</tr>
<tr>
<td>7</td>
<td>78.00</td>
<td>83.74</td>
<td>81.55</td>
</tr>
<tr>
<td>8</td>
<td>75.00</td>
<td>81.26</td>
<td>78.86</td>
</tr>
<tr>
<td>9</td>
<td>71.00</td>
<td>82.48</td>
<td>78.10</td>
</tr>
<tr>
<td>10</td>
<td>82.00</td>
<td>81.85</td>
<td>81.92</td>
</tr>
</tbody>
</table>

Table 2. Experimental results of the feature dimension of Sobel gradient direction information

### 4.4.3 Histogram feature dimension of Sobel gradient magnitude information

Table 3 shows the relationship between classification performance and histogram feature dimension of Sobel gradient magnitude information. The detection performance of both photographic images and photorealistic computer graphics first increased and then decreased with the increasing values of \( k3 \), which might be because the values of subsequent feature components were close to 0 while the values of \( k3 \) were increasing. The value of \( k3 \) was determined to be 6 when the detection rate was the highest.

<table>
<thead>
<tr>
<th>( k3 )</th>
<th>TP (%)</th>
<th>TN (%)</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>58.00</td>
<td>88.76</td>
<td>76.90</td>
</tr>
<tr>
<td>2</td>
<td>68.00</td>
<td>93.76</td>
<td>83.86</td>
</tr>
<tr>
<td>3</td>
<td>62.00</td>
<td>91.86</td>
<td>79.38</td>
</tr>
<tr>
<td>4</td>
<td>65.00</td>
<td>94.35</td>
<td>83.09</td>
</tr>
<tr>
<td>5</td>
<td>31.00</td>
<td>96.24</td>
<td>71.14</td>
</tr>
<tr>
<td>6</td>
<td>67.00</td>
<td>93.76</td>
<td>84.46</td>
</tr>
<tr>
<td>7</td>
<td>66.00</td>
<td>91.89</td>
<td>81.91</td>
</tr>
<tr>
<td>8</td>
<td>67.00</td>
<td>94.35</td>
<td>83.86</td>
</tr>
<tr>
<td>9</td>
<td>69.00</td>
<td>93.76</td>
<td>84.25</td>
</tr>
<tr>
<td>10</td>
<td>67.00</td>
<td>93.76</td>
<td>83.46</td>
</tr>
</tbody>
</table>

Table 3. Experimental results of feature dimension of Sobel gradient magnitude information

### 4.5 HSV color space verification

During the experiments, HSV color space was applied to extract WLD histogram features of photographic images and photorealistic computer graphics. To verify the validity of HSV color space, WLD histogram features of the two kinds of images were extracted from RGB color space and used to detect the images. The experimental results are shown in Table 4.

As shown in Table 4, the detection rate of WLD histogram features extracted from HSV color space was up to 95.44% (about 5% higher than that of similar features extracted from RGB color space), which indicated that the features extracted from HSV color space were more suitable for the identification of photographic images and computer
Table 4. Experimental results with different color space generated images.

<table>
<thead>
<tr>
<th>Color space</th>
<th>RGB algorithm</th>
<th>HSV algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td>TP (%)</td>
<td>85.48</td>
<td>94.98</td>
</tr>
<tr>
<td>TN (%)</td>
<td>93.31</td>
<td>95.79</td>
</tr>
<tr>
<td>Accuracy (%)</td>
<td>89.78</td>
<td>95.43</td>
</tr>
<tr>
<td>feature dimension</td>
<td>60</td>
<td>60</td>
</tr>
</tbody>
</table>

5. Conclusion

In view of the problems in blind identification algorithms for photorealistic computer graphics, such as high feature dimensions and unsatisfactory detection rate, this study proposed a new blind identification algorithm for photorealistic computer graphics based on Weber local features. Firstly, RGB images in the image library were transformed to HSV images; after separation, three single-channel images (H, S and V) were obtained. Then, Weber local features of each single-channel image were extracted, including the histogram features of differential excitation information, Sobel gradient direction information and Sobel gradient magnitude information; in total, 60 dimensional classification features were obtained. At last, SVM classifiers were used for training and classification, thus to implement blind identification of photorealistic computer graphics. Compared with other algorithms, the algorithm in this study has a promising development prospect with its higher detection rate (95.43%) and lower dimension of classification features.
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