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Comparing Network Centrality Measures as Tools for Identifying Key
Concepts in Complex Networks: A Case of Wikipedia

ABSTRACT: Network centralities are amongst the most
important measures for tracking and locating crucial nodes
in a network. In this paper, we propose a general approach
for identifying the most suitable centrality measure for
detecting key concepts in a semantic or linguistic network.
We experiment with seven network centrality measures
(degree centrality, betweenness centrality, closeness
centrality, eigenvector centrality, current-flow betweenness
centrality, current-flow closeness centrality and
communicability centrality). For the purpose of evaluation,
we compare the original Wikipedia hyperlink network with
a constructed concept network. The obtained results
indicate that all seven used measures have good potential
for identifying key terms, and that degree centrality
achieves the best score. A good score is also obtained
for current-flow betweenness centrality and current-flow
closeness centrality.
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1. Introduction

The essential component of network science is a
mathematical concept which we call a graph or a network.
A graph, generally speaking, is represented as objects
connected according to their relations. These objects are
usually called vertices (nodes), and they are
interconnected with edges (links). When we think of
networks, we usually focus on representing some real-
world relationships. Many objects of interest in the
physical, biological, and social sciences can be
represented as networks. Real-world networks are often
complex networks which differ from regular or random
networks in the fact that they exhibit some specific features
a community or hierarchical structure, giant components,
a power law degree distribution, short average path lengths
and high clustering coefficients [1].

Upon the construction of a network, we can analyze it
utilizing various methods and metrics in order to extrapo-
late information pertinent to the network which are not
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immediately observable through its mere visualization. For
instance, we may analyze a computer network in order to
deduce how tolerant it is to attacks1 and will the vulner-
ability of certain nodes result in the loss of data flow.
Another example is analyzing social networks to reason
about influencers [2] or to model knowledge flow through
the network [3]. A prominent aspect of complex network
analysis is the identification of important nodes in a net-
work [4] which gives special interest to network centrality
measures as indicators of which nodes have the crucial
position in a network. Centrality measures may refer to
the dominance of single nodes and are important in the
construction of maximally efficient communication net-
works [5].

Furthermore, centrality measures indicate which nodes
occupy important positions in the network. These
measures were initially exploited in the domain of social
sciences. The sociologist Freeman introduced
betweenness-based centrality measures in [5]. Later on,
Bonachich proposed the Eigenvector centrality measure
[6]. These measures were later imported into other
domains of complex networks like biological [7,8] and
infrastructure networks [9,10]. Since then, many other
centrality measures were proposed, specified for different
tasks and ways of ranking nodes [11,12,13,14].

In the domain of semantic and language networks,
centrality measures have mainly been used for
identification of keywords or key phrases [15,16,17,18,19,
20] and text summarization [21,22,23].

The results of previous analyses of language networks
motivated us to analyze centrality measures in the context
of Wikipedia.

We have already analyzed and compared the potential of
different centrality measures for keyword extraction from
texts [24, 25]. In [26] we proposed a new method for
keyword extraction based on the selectivity measure.

Wikipedia is interesting to study from different aspects.
In [27], we analyzed networks of syllables constructed
from texts found on Wikipedia. Furthermore, we
experimented with the extraction of domain knowledge
from Wikipedia [28]. In this paper we describe a new
approach for identifying key concepts in Wikipedia texts
(entries) by means of seven network centrality measures:
degree centrality, betweenness centrality, closeness
centrality, eigenvector centrality, current-flow betweenness
centrality, current-flow closeness centrality and
communicability centrality and rank them according to
their performance in the evaluation procedure. Although
centrality measures have been widely used for keyword
extraction. To the best of our knowledge, current-flow

1 An attack is the action of destroying and removing certain
nodes from the a network.

betweenness centrality and current-flow closeness
centrality were used for key concept identification for the
first time. Moreover, the novelty of the proposed approach
lies in the fact that it utilizes key concepts for construction
of a concept network. More precisely, the presented
algorithm identifies semantically related articles based
on the keywords they share.

In the presented experiment, we treat foremost centrally
positioned nodes as key concepts in a complex network
constructed around Wikipedia’s linked structure. The main
goal of the presented experiment is to identify and explore
which of the seven measures is suitable for the task of
identifying central concepts in a semantic or linguistic
network. Centrality measures are used in order to look at
how centralities fare amongst themselves when
considering the quality of Wikipedia’s link structure
contrasted with the semantic content found in the texts
themselves. For the purpose of the analysis, comparison
and evaluation of the set of centrality measures, we
propose an approach based on the assumption that
Wikipedia entries with a certain number of shared central
concepts should be linked. Therefore, we construct a
concept network in which Wikipedia entries are nodes,
and a link between two entries is established if these two
entries have a certain number of central concepts in
common.

Next, we perform the evaluation procedure in which we
measure the amount of overlap between the constructed
concept network and a real network of hyperlinked
Wikipedia entries. The overlap is measured in terms of
the Jaccard index.

The remainder of the paper is organized as follows. In the
second Section, we present related work about Wikipedia
as a complex network and we give a short overview of the
importance of centrality measures. In the third Section,
we give a definition of complex networks and provide
equations and descriptions of all network centrality
measures used in the presented experiment. Moreover,
we describe steps of the proposed approach for a three-
layer network construction and evaluation of centrality
measures. In the fourth Section, we describe an
experiment based on the proposed approach and in the
fifth, we present the results of the conducted experiment.
Finally, the sixth Section contains a conclusion and
possible directions for future research.

2. Background and related work

2.1. Wikipedia as a complex network
Wikipedia is a free, online, collaborative, general
knowledge encyclopedia. It was launched in 2001 and is
currently available in 295 different languages. It is among
the 10 most popular websites in the world, and its English
language variant includes over 5.3 million unique entries
(articles) [29]. Wikipedia is one of the largest open access
compendiums of human knowledge and is updated daily
by a workforce of over 134,711 regular volunteer editors
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[30]. As far as the validity and quality of Wikipedia entries
are concerned, a 2005 study published in Nature showed
that Wikipedia averaged 3.86 errors per entry. Contrasted
with the 2.92 errors per entry average of the de facto
standard, which is the Encyclopedia Britannica,  Wikipedia
proved its status as a valuable knowledge resource [29].

Wikipedia, as most encyclopedias, revolves around
individual entries. As is typical for WWW documents, it
is a hypertext wherein normal text is interspersed with
hyperlinks pointing towards other related Wikipedia
entries. Since an encyclopedia of this type strives to have
its entries mutually well connected in order to facilitate
the traversal of relevant topics, the number of hyperlinks
is usually rather high. This connectedness of Wikipedia
entries is the most basic principle following which complex
networks are constructed from entries and their hyperlink
structure. The model to construct a network relies on taking
a starting entry as a seed node and then building edges
according to the appearance of hyperlinks, each new
hyperlinked entry being a new node within the network.
Having a methodology for constructing networks out of
knowledge embedded in Wikipedia’s entries, we are able
to extrapolate new knowledge pertaining to the chosen
networks of concepts and Wikipedia at large.

Early attempts to quantify Wikipedia using complex
networks analysis were focused only on the network
structure of linked Wikipedia entries. In [31] Zlati et al.
present an analysis of Wikipedias in several languages
as complex networks. They show that many network
characteristics (degree distributions, growth, topology,
reciprocity, clustering, assortativity, path lengths and triad
significance profiles) are common to Wikipedias in different
languages and show the existence of a unique growth
process. The same authors studied Wikipedia growth
based on information exchange in [32]. In [33], the authors
presented an analysis of the statistical properties and
growth of Wikipedia. Pemble and Bingol [34] have
constructed two complex networks out of English and
German Wikipedias and analyzed conceptual networks
in different languages.

Other research is focused on content and analyzes
Wikipedia as a (domain) knowledge network. Fang et al.
[35] extract a specific domain knowledge network from
Wikipedia (specifically, four domain networks on
mathematics, physics, biology, and chemistry). They first
present an efficient method to extract a specific domain
knowledge network from Wikipedia. Furthermore, they
carry out statistical analysis on four constructed knowledge
networks. They show that MathWorld and Wikipedia Math
share a similar internal structure. In [36], Masucci et al.
extract the topology of the semantic space of Wikipedia
entries. They find that the topology of the semantic space
is scale-free in its connectivity distribution and displays
small-world properties. They further measure semantic
flow between different Wikipedia entries (represented as
a directed complex network) and reveal the Scale-Free
Architecture of the Semantic Space. In [37] authors

construct four complex networks of different areas
(Biology, Mathematics, Physics, and Medicine) based on
cross-citations in the English version of Wikipedia. Entries
are nodes, and the citations among the entries correspond
to edges. They analyze the clustering coefficient,
topological structure, degree distribution, assortativity,
betweenness centrality and average shortest path length.
Their results indicate that analysis of the full Wikipedia
network cannot predict the behavior of isolated categories
since their properties can be very different from those
observed in the full network.

Furthermore, there are certain attempts at link prediction
on Wikipedia as a hyperlinked network. In [38], authors
are dealing with the task of link prediction in the structure
of hyperlinked document collections in Wikipedia. They
propose a novel approach based on principal component
analysis which relies only on hyperlinks, not on the textual
content of entries. The conducted evaluation of the
proposed approach shows that it improves the identification
of the top missing links. Additionally, the proposed
approach can be used to identify topics an entry misses
to cover and to cluster entries semantically. In [39], authors
explore statistical properties of links within Wikipedia.
They show that algorithms based only on the hyperlink
structure (not on topics) can predict new links. However,
a topic-oriented PageRank algorithm can effectively identify
topical links within existing entries. Based on these
results, the authors propose a link prediction approach
that combines structural requirements and topical
relationships within Wikipedia.

2.2 The role of centrality measures
The role of centrality measures is to identify the most
important nodes in a network’s architecture [40]. There
are different definitions of centrality, depending on how
we define a node’s importance”. Centrality measures are
discriminative properties of the importance of a node in a
graph and are directly related to its structure [41].
Therefore, centrality measures have the potential to extract
key concepts from co-occurrence networks of texts.

There are many studies in which various centrality
measures are exploited for the task of keyword and
keyphrase identification. The extensive related work on
network centrality measures used for keyword extraction
is reported in [25]. Here we discuss only some of the
approaches relevant for this study.

Mihalcea and Tarau in [22] introduce a state-of-the-art
TextRank algorithm (derived from PageRank) for keyword
extraction. Boudin [16] compares various centrality
measures for graph-based key phrase extraction. He
shows that simple degree centrality obtains results
comparable to the widely used TextRank algorithm; and
that closeness centrality achieves the best results on short
documents. Litvak and Last [19] test approaches based
on the graph-based syntactic representation of text and
web documents. They show that simple degree-based
rankings from the first iteration of HITS already have
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satisfactory results. Lahiri et al. [18] extracted keywords
and keyphrases from co-occurrence networks of words.
They test eleven measures (degree, strength,
neighborhood size, coreness, clustering coefficient,
structural diversity index, page rank, HITS hub and
authority score, betweenness, closeness and eigenvector
centrality) and show that simple measures like degree
and strength outperform coreness and betweenness which
are computationally more expensive.

Obviously, various centrality measures can be used for
the identification of key concepts. In this research, we
adopt that assumption and aim to identify which measure
is most suitable for identifying key concepts within
Wikipedia texts. We carry out an evaluation based on the
original Wikipedia hyperlink network. The performed
evaluation is based on the fact that centrality measures
play an important role in link prediction. This idea can be
corroborated by the fact that preferential attachment is a
well- known local similarity measure used predicting links
on a local level. For example, in [42], authors develop a
supervised learning approach to link prediction using a
feature set of graph measures chosen to capture a wide
range of topological structures. They include node
centrality measures for link prediction.

To summarize, our approach assumes two things: first,
that centrality measures can extract important key
concepts as a set of top-rated nodes and second, that
entries with a certain number of key concepts in common
can be linked in the original Wikipedia hyperlink network.

3. Methodology

3.1 Complex networks
A graph is an ordered pair G = (V,E) where V is the set of
nodes and E ⊆ V × V is the set of edges. A graph is directed
if edges have a direction associated with them. A graph is
weighted if there is a weight function ω that assigns value
(a real number) to each edge. The number of nodes and
edges in a graph is denoted as N = ⎢V  ⎢ and K = ⎢E ⎢

A path in a graph is a sequence of edges which connects
a sequence of nodes which are all distinct from one
another. A shortest path dij between two nodes i and j is a
path with the shortest length and it is called the distance
between i and j.

3.2 Network centrality measures
In this section, we provide explanations and equations for
centrality measures used in our experiment.

Degree centrality of a node is determined according to
(in- and out-degree in the case of directed networks) the
number of nodes with which it is connected. When
normalized by dividing it by the maximum possible degree
N - 1 we get the following equation:

 d (v)
N - 1

Cd(v) = (1)

Betweenness centrality quantifies the number of times
a node acts as a bridge along the shortest path between
two other nodes, i.e. it measures how many time the node
is on the network’s shortest path. Nodes with high
betweenness centrality may have considerable influence
within a network by virtue of their control over information
passing between other nodes. It differs from other centrality
measures in principally not being a measure of how well-
connected a node is. Instead, it measures how much a
node falls between others or controls flows between others.

Let σjk be the number of shortest paths from node j to
node k and let σjk(i) be the number of those paths that
pass through node i. The normalized betweenness
centrality of a node i is then given as:

Σv≠u≠t

σut(v)
σut

(N - 1)(N - 2)
Cb(v) = (2)

Closeness centrality is defined as the mean distance
from a node to all other reachable nodes. In other words,
it is the inverse of farness, i.e. the sum of the shortest
paths between a node and all other nodes. So the closer
a node is, the lesser its distance to all other nodes in a
network. The normalized closeness centrality of a node i
is then given by:

Σv≠u dvu

Cc(v) = (3)

Eigenvector centrality can be thought of as an upgrade
of standard degree centrality. Degree centrality measures
only the amount of connections a node has but disre-
gards towards which nodes these connections are estab-
lished. Eigenvector centrality modifies this approach by
giving a higher centrality score to those connections which
are made towards those nodes which are themselves
central. Thus, it measures influence within a network. A
node’s eigenvector centrality has the useful property that
it can be large either because it has many neighbors or
because it has important neighbors (or both). Also, the
centrality CEV of node is v proportional to the sum of the
centralities of its neighbors. For the node v and constant
λ it is defined:

  1

(N - 1)

CEV (v) = λ u∈N(v)
Σ    CEV (u) (4)

Current-flow centralities are variations on the classical
betweenness and closeness centralities originally pro-
posed in [11]. These measures take into account that
information spread is calculated via the assumption that
it spreads as efficiently as an electrical current (current-
flow). Each link is given an arbitrary orientation, so e de-
notes the directed link corresponding to the orientation of
e∈E. Furthermore, the authors define the throughput of a
node v∈V for a given supply b and (e) defined as an elec-
trical current vector (for more details see [11]):

→

 →
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τ (v) =   1 →

2
(- ⎢b(v) ⎢+ Σe:v∈e  ⎢x(e) ⎢) (5)

Finally, current-flow betweeness centrality is defined as
follows:

                 Σs,t∈V  τs,t (v)

(N - 1) (N - 2)
CCFB(v) = (6)

where τs,t denotes the throughput in case of an st-current.

Current-flow closeness centrality is defined as:

         N - 1
CCFC(v) =

Σt≠s  Pst(s) - Pst(t)
(7)

where pst(s) - pst(t) corresponds to the effective resistance,
which can be interpreted as an alternative measure of
distance between s and t.

Communicability centrality is another measure closely
tied to betweenness centrality [13,14]. Instead of
considering just paths passing through nodes in a network,
communicability centrality introduces scaling so that not
all paths are seen to be of equal worth, longer paths
obviously having a lower value. As such, it measures how
easy it is to pass messages between nodes in a network.
We can interpret the local communicability of a node a
measure of how well connected it is. Global
communicability of the entire network can, for instance,
help us discover bottlenecks. Communicability between
two nodes v and u can be calculated as the weighted
sum com(v,u) of all walks between nodes v and u. Then
the total communicability of a node v is given as:

Ccom(v) = Σ  com(v,u)
u∈N

(8)

3.3 The proposed approach
Here we describe an approach for comparing network
centrality measures as tools for identifying concepts in
complex networks. The main idea is a three-layer network
construction in which networks on the third layer show
which entries are semantically close and share key
concepts. For the purpose of evaluation of this assumption,
the last step of our experiment compares networks of the
third layer with the original network of hyperlinks on the
first layer. The proposed three layers of networks based
on Wikipedia are:

• The first layer, L1 is the network of hyperlinks. This is
the original network of Wikipedia hyperlinks which serves
as a referential model in the evaluation step.

• The second layer, L2 is a set of co-occurrence networks
based on texts extracted from each of Wikipedia’s entries.
In these networks nodes are words, and two nodes are
connected if they co-occurred as neighboring words in
the same sentence in the text. This is just an auxiliary
network which is used for extracting key concepts from
an entry. Key concepts are then identified using different

network centrality measures.

• The third layer, L3 is a concept network built upon the
second layer by connecting two entries if they share a
certain number of key concepts (for different thresholds
and different centrality measures).

The details of the entire experiment are described as
follows.

For the construction of the first layer, it is necessary to
construct a hyperlink network. In general, this network
may contain the entirety of Wikipedia. However, due to
its large scale, we introduce certain limitations. Firstly,
we choose one seed entry as a starting point from which
our network of hyperlinks will be constructed. Secondly,
we chose a limited number of hyperlinks from the seed
entry to collect new entries. Thirdly, we limit the number
of times (the depth of the hyperlink network) that we would
repeat the whole collection procedure. More precisely,
we introduce three limitation parameters: the seed entry
(SE), the number of collected hyperlinks (NL) and the
hyperlink network depth (ND). The first layer is then a
hyperlink network - a subset of the whole Wikipedia
hyperlink network, L1 = {GH = (VH, EH)}. Every hyperlink
network is originally a directed network. However, for the
purposes of comparison and evaluation, the constructed
network will be observed as undirected.

For the construction of the second layer, it is necessary
to extract the text from each entry collected in the previous
step. After that, texts should be preprocessed and prepared
for the construction of co-occurrence networks. The
preprocessing of texts includes transformation into lower
caps, the removal of punctuation and- stop words, and
lemmatization. For each text, a co-occurrence network
is constructed. A co-occurrence network is a network
created by getting a Wikipedia entry’s text and connecting
the nodes, each node being a single word, in such a way
that words occurring immediately after one another are
connected. The result of this step is a second layer which
is a set of co-occurrence networks, L2 = {G1 = (V1, E1),..., Gk
= (Vk, Ek)}. The number of networks is equal to the number
of nodes in the hyperlink network

Finally, the construction of the third layer network is based
on the second layer. The nodes are entries and two nodes
(entries) are connected if entries share a certain number
of key concepts. Here again we need to define certain
parameters in order to specify the key concepts and their
number. Key concepts can be identified by choosing a
network centrality measure. Therefore, first we need to
specify a centrality measure (CM) that will be used for the
construction. The result of applying the centrality mea-
sure to one network (entry) is a ranking list of all the
nodes in the network. Nodes represent words, and highly
ranked words can be assumed to be key concepts in the
entry. Then, we need to determine how many words from
the ranked list will be used as key concepts (NKC). Lastly,
we need to set a threshold (t). The threshold is the num-
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ber of the minimum key concepts that two entries should
have in common in order to be deemed related and con-
nected with an edge. The result is a new network, L3 = {GC
= (VC, EC)}. We call it a concept network because it repre-
sents how Wikipedia concepts are related according to
the chosen centrality measure. The concept network has
the same set of nodes as the original hyperlink network
(VC=VH), but a different set of edges. This network is ob-
served as a weighted network where the weight repre-
sents the number of shared key concepts. The weights
are ignored for the purposes of evaluation.

The described procedure can be summarized as an algo-
rithm performed in six main steps as follows.

ALGORITHM three-layer construction
INPUT: SE, NL, ND, CM, NKC, t
OUTPUT: three-layer of networks
1: Creation of a hyperlink network (NH) using a seed entry
of choice (SE), by collecting first NL hyperlinks and
repeating the procedure ND times.
2: Extraction of a complete entry text for every node in
the previously constructed network. Text preprocessing
by means of: Transformation of each text into lower caps.
Removal of punctuations from each text. Removal of stop
words and lemmatization of each text.
3: Creation of a set of co-occurrence networks from texts
{G1,...,Gk}.
4: Extraction of top NKC key concepts from each network
(text) according to the chosen centrality measure (CM).
5: Creation of a concept network (NC)taking into account
only t overlapping entries.
6: RETURN: Set of three layers of networks

                          L1 = {GH = (VH, EH)}
                       L2 = {G1 = (V1, E1),..., Gk = (Vk, Ek)}
                               L3 = {GC = (VC, EC)}

Now it is possible to compare the concept network, GC
with the hyperlink network, GH. The comparison is
performed via the Jaccard index, also known as the
Jaccard overlap or the Jaccard similarity coefficient for
comparing sets. It is defined by the following equation:

{ }

 ⎢A ∪ B  ⎢
JI (A,B) = (9)

JI (EH , EC) = (10)

According to the Jaccard index, we are focused only on
that part of the concept network that is the subset of the
hyperlink network (as it is shown in Figure 1), but it is
also possible to analyze the whole concept network. In
this case, the observed part of the concept network is an
overlapping network (a subset network in Figure 2), Govp =
(Vovp, Eovp) where Vovp = VH ∩ VC and Eovp = EH ∩ EC. In terms
of our experiment, we need to compare the hyperlink
network’s set of edges with that of the concept network.

Figure 1. The original hyperlink network constructed on the
first layer (above) and a subset of the concept network on

the third layer (below). Both networks have the same
number of nodes. In the concept network, the edge between
two nodes exists if these two nodes (entries) have a certain

number of common key concepts (≥t). The subset network is
a part of the concept network which intersects with the

hyperlink network

The described procedure can be performed repeatedly with
different parameters and various centrality measures to
gain better insight into which centrality measure is the
most appropriate for extracting key concepts from
Wikipedia entries. Furthermore, the same procedure can
be exploited with the aim of proposing possible missing
links in the original hyperlink network. Missing links can
be proposed from the set of edges that exist in the con-
cept network and do not exist in the hyperlink network. In
the presented experiment, we are focused only on the
first part of the task and in the following section we present
a case study in which we compare seven centrality mea-
sures.

4. Experiment description: datasets and network
construction

For the purpose of the presented experiment, the network
of choice has a seed entry “Programming language” (SE
= “Programming language”), the number of hyperlinks is
set to 20 (NL = 20) and the hyperlink network depth is set
to 2 (ND = 2). Starting with a chosen seed entry, we store
all the hyperlinks to related entries from the seed entry’s
text (depth 1) and proceed to extract the hyperlinks from

 ⎢EH ∩ EC ⎢

 ⎢EH ∩ EC ⎢

 ⎢A ∩ B  ⎢
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all the entry pages taken from the original entry (depth 2).

Therefore, the first task is the implementation of a web
scraping program which extracts hyperlinks from a
Wikipedia entry’s text. The hyperlinks are extracted using
a Python package for HTML parsing called Beautiful Soup
[43] which parses the HTML structure of a given HTML
document into a parse tree. By navigating the tree one
can locate the tag ID which corresponds to entry content
(“mw-content-text”) and proceed to extract the hyperlinks
which themselves are found within paragraph (<p>) tags
and finally inside link (<a>) tags in that section of the
page. The network is stored as an edge list. In such a
network, each entry’s title represents a node and it is
connected to other entries hyperlinked in its text, again
represented as network nodes. The hyperlink network GH
= (VH, EH) constructed from the chosen seed entry has
302 nodes and 356 edges.

Then we construct a set of 302 co-occurrence networks,
L2 = {N1 = (V1,E1),..., N302 = (V302, E302)}. Each network is
based on one Wikipedia entry text. For each text, a co-

occurrence network is constructed according to the rule
that all the words are nodes and two nodes (words) are
connected if and only if these two words are neighboring
words in the same sentence. Before network construction,
we perform text preprocessing. Lemmatization was done
by using the NLTK Python toolkit (Natural
LanguageToolkit), [44] and the included Wordnet
lemmatizer. The list of stop words that we used in order to
prepare the texts for the creation of co-occurrence
networks was borrowed from Wikiminer [45] and later
expanded on our own with suitable stop words that were
found missing from the original list. The removal of stop
words and punctuation, and the creation of co-occurrence
networks was accomplished by using the LaNCoA toolkit
(Language Networks Construction and Analysis), [46].
Additionally, we used Python and the NetworkX software
package developed for the creation, manipulation, and
study of the structure, dynamics, and functions of complex
networks [47].

Next, we construct various concept networks, Gc = (Vc, Ec)
with different parameters. The chosen centrality measures

Figure 2. The three main steps Details in the entire experiment for the chosen seed entry “Programming language” performed in
six steps
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were: degree centrality, betweenness centrality, closeness
centrality, eigenvector centrality, current-flow betweenness
centrality, current-flow closeness centrality and
communicability centrality.

After experimenting with different values, We set the NKC
value to 20, i.e. we choose 20 top key concepts ranked
by the chosen centrality measure. By setting the NKC
value to 30, we get a more densely connected concept
network, while we get the opposite effect by setting the
NKC to lower values. That helped us conclude concluded
that value 20 is the best for the NKC parameter in the
case of Wikipedia. Then We experimented with three
thresholds: t=1, t=3, t=5 and realized. we have an oppo-
site situation with t compared to NKC.

The creation of 3 new networks for each centrality measure
resulted in 21 networks. All 21 networks were then
compared with the original hyperlink network via the
Jaccard index.

The three main steps of the preformed experiment in Figure
2. First we collect texts from Wikipedia. Then we construct
the co-occurrence netwoks based on collected texts.
Lastly we take top 20 nodes ranked according to the
chosen centrality measures. The result is top 20 key
concepts from each text.

5. Results

In this section, we present the results of the evaluation
procedure for seven centrality measures used to identify
key concepts of Wikipedia entries and compare them to
determine which one gives the top performing result.
Guided by the notion that two entries are semantically
related and linked in the original hyperlink network if they
share a certain number of key concepts, we provide a
comparison of centrality measures based on the original
hyperlink network as the referential model.

Each of the following three tables (each table for one
threshold) serves to show the comparison between the
original hyperlink network and the 21 concept networks.
Each row in the table represents one centrality measure.
The first two columns merely specify the basic metrics
(the number of overlapping nodes, Novp =  ⎢VH ∩ VC ⎢and the
number of intersecting edges, Kovp =  ⎢EH ∩ EC ⎢. The third
column specifies the Jaccard index (JI) which is a mea-
sure of similarity between the hyperlink network and the
concept network at hand. According to the equation (10),
it is calculated by dividing the number of links that the
two networks have in common (Kovp) with the total number
of links in the hyperlink network (KH = 356). The last col-
umn shows the centrality measure rank according to the
Jaccard index.

In Figure 3 we plot the overall performance for all seven
measures and the three different thresholds shown in blue
(t=1), red (t=2) and green (t=3). As expected, the higher
the threshold needed to establish a link between nodes

(concepts), the lower the similarity between the networks.

 Centrality measure   Novp Kovp JI     Rank

 Closeness (Cc)   265 314 0,8792        6.

 Betweenness (Cb)   274 323 0,9044        4.

 Eigenvector (Ce)   264 307 0,8595        7.

 Degree (Cd)   283 333 0,9325        1.

 Current-flow   278 328 0,9185         2.
 betweenness (Ccfb)

 Current-flow   275 325 0,9101          3.
 closeness (Ccfc)

 Communic-  273 322 0,8988          5.
 ability (Ccom)

Table 1. Performance of centrality measures with threshold
t=1

 Centrality measure    Novp Kovp JI     Rank

 Closeness (Cc)    153 170 0,4747 6.

 Betweenness (Cb)    199 224 0,6264 4.

 Eigenvector (Ce)    124 142 0,3960 7.

 Degree (Cd)    202 235 0,6573 2.

 Current-flow     200 231 0,6460 2.
 betweenness (Ccfb)

 Current-flow    194 226 0,6320 3.
 closeness (Ccfc)

 Communic-    187 217 0,6067 5.
 ability (Ccom)

Table 2. Performance of centrality measures with threshold
t=3

 Centrality measure    Novp Kovp JI     Rank

 Closeness (Cc)    68 64 0,1797 6.

 Betweenness (Cb)    111 116 0,3230 4.

 Eigenvector (Ce)    61 60 0,1657 7.

 Degree (Cd)    122 132 0,3679 1.

 Current-flow     120 131 0,3651 2.
 betweenness (Ccfb)

 Current-flow    112 119 0,3314 3.
 closeness (Ccfc)

 Communic-    95 96 0,2668 5.
 ability (Ccom)

Table 3. Performance of centrality measures with threshold
t=5



             Journal of Digital Information Management  �    Volume   15     Number   4    �   August  2017                      211

Although overall results show that there are no significant
differences among the seven measures, degree central-
ity noticeably performs best for all thresholds, while eigen-
vector centrality exposes the lowest potential in this task.
These results are in line with results presented in [16,17,18]
which proved that degree centrality is a suitable network
measure for extracting key terms from texts, regardless
of the used threshold value.

The current-flow betweenness and current-flow closeness
centralities evaluate right underneath it regardless of the
threshold value. Closeness and eigenvector measures are
underperforming since they are evaluated as lowest
performing measures, regardless of the threshold.

This work is the first attempt to test current-flow
betweenness centrality, current-flow closeness centrality
and communicability centrality in the task of keyword
extraction. Here we report that all three measures show
good results in the task of identifying key concepts and
current-flow betweenness centrality almost yields the best
results.

Figure 3. The performance of seven centrality measures
combined with three thresholds (t=1; t=3; t=5)

6. Discussion and conclusion

In this study, we analyze the potential of network centrality
measures for identifying key concepts in Wikipedia texts.
The presented experiment is built upon two assumptions
about networks: (1) network centrality measures can
identify key concepts (words) in co-occurrence networks
of texts; (2) entries with a certain number of mutual
concepts are more likely to be connected and linked.

Obtained results confirm that network centrality measures
have much potential for the extraction of key terms in

 

 

0 

0,1 

0,2 

0,3 

0,4 

0,5 

0,6 

0,7 

0,8 

0,9 

1 

Cc  Cb  Ce  Cd  Ccfb  Ccfc  Ccom 

Ja
cc
ar
d 
in
de

x 
ov
er
la
p 

t=1  t=3  t=5 

general. In this experiment, some centrality measures
perform better (degree centrality, current-flow between-
ness centrality and current-flow closeness centrality) than
others (eigenvector centrality, closeness centrality, com-
municability centrality and betweenness centrality).

This is the first time that current-flow betweenness
centrality, current-flow closeness centrality and
communicability measures were applied in the task of
the identification of key terms. In this experiment, current-
flow betweenness centrality and current-flow closeness
centrality outperform standard betweenness and
closeness centralities. This may be due to the fact that
current-flow closeness centrality is equal to information
centrality [11]. In contrast to common shortest-path-based
centrality measures, information centrality takes into
account all parallel paths. The same holds true for
current-flow betweenness centrality. It seems that in co-
occurrence language networks not only shortest paths
are important. That makes sense since sentences may
either be short or long and key terms are positioned on
different paths.

Another novelty of the described approach is that it
proposes a particular evaluation procedure which is based
on the underlying semantic relatedness of the concepts.

Overall, the two underlying contributions of this paper are:
(1) comparison of network centrality measures for
identifying key concepts in the context of Wikipedia; (2)
a specific evaluation procedure based on the semantic
relatedness. Note that this evaluation procedure is
appropriate only in the case of Wikipedia and similar
networks.

There are two limitations of this experiment. Firstly, we
did not include all existing measures in the experiment.
We selected those measures which are reported to
perform well with texts and three new measures which
were not tested on texts yet. Secondly, we made the
experiment with only one seed entry. In the future, we
plan to extend the experiment by using more seed entries
and more centrality measures e.g. extensions of current-
flow betweeness centrality, α -current flow betweenness
and truncated α -current flow betweenness centrality
defined in [48].

Still, it seems that all tested measures perform reasonably
well for lower thresholds, while the results are more
differentiated for higher thresholds. According to the
second assumption mentioned above, the presented
method could also be applicable to the problem of
identification of missing links. Hence, we plan to test the
potential and performance of centrality measures for the
task of link prediction.
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