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ABSTRACT: This paper addresses a new optimistic-based concurrency control protocol, called OCC-Mix. The proposed protocol could be used to reduce the scars wasting and expensive resources of mobile environment. This can be achieved by avoiding the unnecessary mobile transaction restarts. Consequently, a dynamic adjustment of serialization order in the conflicting transactions with respect to the validating transaction will be used. As a result, much resources of mobile environment are saved and a many fixed host transactions finished their execution without being affected by other mobile transactions. The performance of the proposed protocol was measured along with other related CC protocols; the simulation results show that the performance of these protocols is consistently much better than the traditional 2PL and OCC protocols in mixed transaction environments.
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1. Introduction

Obviously, there are two aspects of the most concurrency control algorithms. These aspects are classified as when and how they deal with conflicts. The first aspect focuses on when these algorithms detect the conflict. However, the second aspect focuses on how these algorithms will overcome these conflicts. The two approaches ‘Locking’ and ‘Optimistic’ represent are implemented in concurrency control algorithms to represent these two aspects. For example, Locking can find conflicts and then it resolves them using blocking techniques. On the other hand, Optimistic approach finds conflicts only at the transaction’s commit time and resolves them using restarts. In environments where these transactions are mixed, resolving data conflicts among these approaches is a big challenge to concurrency control protocols. Studying the performance of these concurrency control algorithms is one of the most important theme of these algorithms especially when they used in mixed database systems.

The effect of blocking and restarting in conflict resolution methods should be studied carefully in situations where the system resources are limited. Consequently, studies show that blocking-based conflict resolution policies conserve system resources. Whereas restart-based policies waste system resources. Previous studies related to the measurement of performance on traditional database
systems show that the performance of locking-based techniques that resolve data conflict using blocking approach is better than the performance restart-based approach techniques particularly when the system resources are limited. Besides, recent studies show that in case of the low resource utilization and hence, some of wasted resources could be ignored, as well as there are many available transactions are waiting for execution, then a restart-based technique that supports concurrent execution will be a better choice. This paper investigates the effect of the blocking and restarting approaches in environments where mixed transactions are used. The authors believe that the detecting time of conflicts as well as resolutions has a major impact on overall performance.

Optimistic algorithms can use two types of validation, backward and forward validations. When the optimistic algorithm uses backward validation, the delayed conflict resolution results in wasting more resources than locking protocol as a transaction can end up with restart after being paid for most of its execution. In contrast, when using forward validation, this problem is eliminated, since any transaction that reaches the validation phase is guaranteed to commit, and early transactions involved in any nonserializable execution will restart in their read phase. Besides the delayed conflict resolution of an optimistic approach helps in making better decisions in conflict resolution as more information about conflicting transactions is available at this later stage. The policy of immediate conflict resolution of locking schemes may lead to useless restarts and cause blocking in mixed systems due to the shortage of information on conflicting transactions at the time of conflict resolution.

The remainder of this paper is organized as follows: Section 2 briefly discusses some related work on concurrency control (CC) schemes. Section 3 describes the mixed database model. Section 4 illustrates the differences between fixed and interval timestamps. Section 5 discusses the two OCC validation techniques. The OCC-Mix approach is presented in Section 6. Section 7 discusses the performance results and finally section 8 concludes the paper.

2. Related Work

Many variations of CC schemes have been introduced to improve concurrency and system performance (e.g., see [1], [2], [3]), in conventional database environments. Lately, there have been several studies dealing with CC in mobile databases considering the transaction scheduling aspect (e.g., see [4][5][6]. These CC schemes are mainly extended or adapted from existing CC schemes to the mobile environments, such as two phase locking and optimistic CC schemes, and multiversion schemes. Some of the CC schemes are more naturally adaptable to mobile requirements, while others are less so. For example, in optimistic concurrency control (OCC) schemes, the CC decision tends to be more or less independent of the CPU scheduling [7][8]. However, in the two-phase locking (2PL) approach, it’s not practical for a mobile transaction to hold the lock on a certain data item then disconnect, as this will cause a massive performance degrading for both mobile and other fixed transactions concurrently running on the system and sharing the same database access [9]. Several techniques have been developed from conventional CC schemes to cope with the wireless requirements, especially for transaction processing in broadcasting environments, such as Update First Ordering (UFO) [10], Multi-Version Broadcast [11], Serialization Graph [12], Broadcast Concurrency Control with Time Stamp Interval (BCC-TI)[13], F-Matrix[14], and Certification Report [15]. The analysis and drawbacks of these methods can be found in [16]. As a summary, some of these methods only support client read-only transactions [17], and some of them could have substantial processing overhead. Protocol inefficiency is also introduced in some of these solutions because of the support of strict global serializability [18] as their correctness criterion. It is necessary to design a new broadcast concurrency control protocol to overcome these drawbacks. Very importantly, to improve transaction processing efficiency, we need to overcome these problems caused by global serializability, which is very difficult to achieve in distributed broadcast environment. In other type of mobile computing environment such as distributed and mobile database system, most of the works were concentrated in proposing a mobile transaction models and execution frameworks for these models over such architectures and using the same traditional concurrency technique at the database server. For a mixture transaction processing a little work [24] has been done in this field and this will be consider one of our objective in this paper to propose a suitable concurrency protocol that take into account the wireless constraints of the mobile computing environment and at the same time keep some place for the fixed transaction which use a tolerable resources. In addition to the wireless requirements, other major differences also exist between conventional and mobile database systems.

3. Mixed System Model

This section describes the mixed system model. As shown in Figure 1, the database system consists of two major components, transaction manager (TM) and data manager (DM). TM records the execution status of the transactions of both fixed and mobile in a certain transaction table. The TM has two modules: scheduler and data manager. The scheduler module is responsible for concurrency control. For example, when the scheduler gets an operation, it decides whether this operation should be processed, blocked, or rejected. If the operation is rejected, then the corresponding transaction will be restarted. The scheduler records any possible data conflicts in the access-status. For example, if two phase locking (2PL) is used for concurrency control, the scheduler records in a lock table the locking status of data items that are used by all running transactions. This table is also be used for the optimistic methods. Generally, all requests to data items that are generated by a certain
operation, will be handled by the DM. All types of transactions that are involved in the mixed system model consist of a set of read and writes operations, and ends with either a commit or an abort operation. This type of transactions is considered as an atomic process. This means, it translates a database from a consistent state into other consistent state. There are two types of transactions in the mixed system model environment, fixed (FT) or wired transactions and mobile transactions. A fixed transaction is a transaction that is submitted directly to a database on the same host while. Whereas, a mobile transaction is a transaction that is submitted to a database by mobile device. Similar to [19], an (MT) is a mobile transaction which is issued by a mobile host. The contribution of mobile hosts requires handling the mobility features such as movement, disconnections and variations on the quality of communication. TM should capable to deal with mobility features of mobile hosts. The scope of this paper focuses only on a client-server system architecture, where clients are either MH or FH. These clients access a shared databases by calling certain transactions.

A fixed transaction is a transaction that is submitted directly to a database on the same host while. Whereas, a mobile transaction is a transaction that is submitted to a database by mobile device. Similar to [19], an (MT) is a mobile transaction which is issued by a mobile host. The contribution of mobile hosts requires handling the mobility features such as movement, disconnections and variations on the quality of communication. TM should capable to deal with mobility features of mobile hosts. The scope of this paper focuses only on a client-server system architecture, where clients are either MH or FH. These clients access a shared databases by calling certain transactions.

Fixed transaction: means that a transaction is submitted directly to a database on the same host while. Whereas, a mobile transaction is a transaction that is submitted to a database by mobile device. Similar to [19], an (MT) is a mobile transaction which is issued by a mobile host. The contribution of mobile hosts requires handling the mobility features such as movement, disconnections and variations on the quality of communication. TM should capable to deal with mobility features of mobile hosts. The scope of this paper focuses only on a client-server system architecture, where clients are either MH or FH. These clients access a shared databases by calling certain transactions.

A fixed transaction is a transaction that is submitted directly to a database on the same host while. Whereas, a mobile transaction is a transaction that is submitted to a database by mobile device. Similar to [19], an (MT) is a mobile transaction which is issued by a mobile host. The contribution of mobile hosts requires handling the mobility features such as movement, disconnections and variations on the quality of communication. TM should capable to deal with mobility features of mobile hosts. The scope of this paper focuses only on a client-server system architecture, where clients are either MH or FH. These clients access a shared databases by calling certain transactions.

In the time intervals approach [20], each transaction is assigned two timestamps. The assigned timestamps can be understood as an upper and lower bounds of an interval of timestamp time. This interval represents the serialization order of the transaction. It is worth noting that these time intervals are partially ordered, with the relations “<” and “>” applying only to intervals that are disjoint (note that non-disjoint intervals can always be truncated in such a way as to impose either ordering on them). The interval of every transaction should span the entire acceptable timestamp range. This implements the rule that the timestamp range has no restriction where to place it in serialization order on condition that there are no conflict with other transactions has occurred.

5. Forward Versus Backward Validation

Basically, the transaction in optimistic concurrency control are eligible to run until reaching the commit point. There are three phases in running a transaction, reading, validating and writing phase. In the reading phase, all write operations occur in local copies of the records. If these writes can be made within the validation phase, and the resulting changes on the transaction are not going to violate the serializability with respect to all other committed transactions, in this case the local copies are made global. In the writing phase only, the local copies will be available to all other transactions.

Generally, there are two properties of OCC protocols that differentiate it from other CC protocols. First, synchronizing transactions is accomplished by restarts, hence there will be no blocking. Second, taking the decision to restart the transaction or not is made after it has finished the execution. The key point among phases is the validation phase where the density of the transaction is defined. Validating the transactions comes in different forms, but every validation phase depends on the following principle to ensure the transaction serializability: “If a transaction Ti is serialized before transaction Tj, the write of Ti should not affect the read phase of Tj”.

Traditionally, most validation processes can be carried out in any of the following schemes [1]. (1) Forward validation: states that validating a transaction is made against currently executing transactions. This process depends on the assumption that the validating transaction comes after every concurrent running transaction that is still in the reading phase of the serialization order. Therefore, detecting data conflicts can be achieved by comparing the write set of the validating transaction and the read set of active transactions. For example, if an active transaction, Ti, is reading an object that concurrently is being written by a validating transaction, the value of the object that is used by Ti is not consistent. These data conflicts is resolved by restarting either the validating transaction or the conflicting transactions in the reading phase. Optimistic algorithms that depends on this validation process are studied in [19], [21]. (2) Backward validation: means that validating transaction is made against committed transactions. Detecting data conflicts can be achieved by comparing the write set of committed transactions with read set of the validating transaction.
6. Approach Details

OCC-Mix is an optimistic protocol which depends on the dynamic adjustment of serialization order. Similar to OCC-TI [22], OCC-Mix uses the concept of timestamp intervals to record and represent serialization orders caused by concurrency dynamics. Timestamps are used in both transactions and data items. With respect to data items, the read and the write timestamps are the timestamps of last committed transactions that read or wrote the data item. On the other hand, transactions that have a timestamp interval they expressed as a pair of [lower bound \((lb)\), upper bound \((ub)\)]. The timestamp interval indicates the validity interval of a transaction. The timestamp intervals are also used to indicate the serialization order between transactions. For example, if \(Ti\) (with timestamp interval \([lbi, ubi]\)) is serialized before \(Tj\) (with timestamp interval \([lbj, ubj]\)), denoted \(Ti \rightarrow Tj\), then the following relation must hold: \(ubi < lbj\).

6.1 Adjustment of Timestamp Interval

A timestamp interval (i.e. \([0, \infty]\)) is assigned to each starting transaction. Because the transaction continues the execution through its lifetime in the system, the assigned timestamp interval should be adjusted cope with the serialization dependencies. The serialization dependencies might need to be adjusted while a transaction is accessing data items either in the reading phase or by being in the conflict set of a different validating transaction.

6.1.1 Adjustment at the Reading Phase

In this phase, the timestamp interval is fixed with respect to the read and write timestamps of the data item read or update. Secondly, by being in the conflict set of a different validating transaction. In such case, the timestamp interval is changed to dynamically correct the serialization order. The process of correcting the serialization order, the timestamp interval may 'shut out', i.e., become empty. In that case, the transaction cannot be successfully serialized and it needs to be restarted. It is worth noting that this is one of the major variations between conventional protocols and protocols depends on the dynamic adjustment of serialization order. In traditional OCC algorithms, restarts can only happen at validation times. However, in our case, transactions can restart at any other periods in case a timestamp interval shut out is identified. Figure 2 illustrates these adjustments in the reading phase. In this paper, we use the notation \(TI(Ti)\) to denote the timestamp interval of transaction \(Ti\) and \(RTS(Di)\) and \(WTS(Di)\) to denote the read and write stamps of data item \(Di\), respectively. As a transaction successfully validates, a final timestamp is assigned to it. In OCC-Mix protocol we should select the final (commit) timestamp \(TS(Tv)\) in such a way that room is left for backward adjustment.

6.1.2 Adjustment at the Validation Phase

The fine-tuning of the serialization order for both fixed transactions and mobile are implemented using timestamp intervals will create a partial order between transactions based on conflicts and transaction type. For example, given a validating transaction \(Tv\) and an active transaction \(T\), let \(TS(Tv)\) be the final timestamp of the validating transaction \(Tv\) and \(TI(Ta)\) is the timestamp interval of the active transaction \(Ta\). Let \(TI(Tv)\) be the timestamp interval of the validating transaction and type\((Ti)\) be the transaction type where type\((Ti)\) \(\in\) \{mobile, fixed\}. We assume here that there is no blind write so there are two possible types of conflicts which are resolved using type dependent adjustment of serialization order between \(Tv\) and \(Ta\):

- Read-write conflict which occur when the \(RS(Tv) \cap WS(Ta) \neq \phi\) which can be resolved by forward adjustment.
- Write-read conflict which occur when the \(WS(Ta) \cap RS(Tv) \neq \phi\) and resolved by backward adjustment.

![Figure 2. Adjustment of \(TI(Ta)\) at the read phase](image)

Read-write conflict which occur when the \(RS(Tv) \cap WS(Ta) \neq \phi\) which can be resolved by forward adjustment. (2) Write-read conflict which occur when the \(WS(Ta) \cap RS(Tv) \neq \phi\) and resolved by backward adjustment.
The adjustment of timestamp intervals ($TI$) in Figure 3 iterates through the read set ($RS$) and write set ($WS$) of the validating transaction ($Tv$). First, checking if the validating transaction has read from committed transactions. This can be done by checking the data items of read timestamp ($RTS$) and write timestamp ($WST$). The values of these data items are fetched when finish the read/write operations of the current data item. Thereafter, the algorithm iterates the set of active conflicting transactions. When accessing of the same objects in both validate and active transaction is done, the temporal time interval of the active transaction is adjusted. The process of detecting the execution of a non-serializable transaction is possible when the interval of the timestamp of an active transaction becomes empty. If the timestamp interval is empty, then the transaction will be restarted.

6.2.1.1 Forward Adjustment

A read-write conflict between $Tv$ and $Ta$ can be resolved by adjusting the timestamp interval of the active transaction forward (i.e. $Tv$ → $Ta$). If the validating transaction is a mobile transaction and the active transaction is a fixed host transaction, forward adjustment is correct. If the validating transaction is a fixed host transaction and has a conflict with a mobile transaction, we should favour the mobile transaction. This is achieved by reducing the timestamp interval of the validating fixed host transaction and selecting a new final time stamp earlier in timestamp interval. Normally the current time or the maximum value from the timestamp interval is selected but now a different value is selected based on a predefined $\sigma$-value. As $\sigma$-value increase, opportunity to commit for the active mobile transaction increase on the account of the fixed host transaction. When the $\sigma$-value = 2 this mean that the validating fixed host transaction scarify by half of its interval to the advantage of active mobile transaction.

**Example 1:** Let $TI(T1) = [20, 60]$, $TS(T1) = 60$ and $TI(T2) = [10, 80]$. Let $T1.type = fixed$ and $T2.type = mobile$. Assume we have a read-write conflict between transactions and $\sigma = 2$. We first make more room for the mobile transaction $T2$ and then move the mobile transaction forward.

$$TS(T1) = 20 + \left\lceil \frac{60 - 20}{2} \right\rceil = 40$$

$$TI(T2) = [10, 80] \cap [40, \infty] = [40, 80]$$

The resulting selected value should be within the timestamp interval. This offers a greater chance for the mobile transaction to commit in its timestamp interval. If this resulting point cannot be selected, the validating transaction is restarted. This is wasted execution, but it is required to ensure the execution of the mobile transaction. This forward adjustment can be described by the procedure in Figure 4.
Consider $R_i(x)$ is a read and $W_i(x)$ is a write operation on data item $x$ of a transaction $i$, and consider $v_i$ is the validation $ci$ is the commit of transaction $i$. Given the following three transactions $T_1$, $T_2$, and $T_3$:

$T_1$: $R_1(D_1) W_1(D_3) R_1(D_2) v_1$

$T_2$: $W_2(D_2) W_2(D_4) v_2$.

$T_3$: $... W_3(D_1) v_3$

Consider that these transactions are executed as follows: $H=...R_1(D_1) W_3(D_1) v_3 W_2(D_2) W_1(D_3) W_2(D_4) R_1(D_2) v_1 v_2$.

Consider the same scenarios in Example 3; the forward adjustment of other scenarios (2), (3) and (4) the forward adjustment of transaction $T_1$ will not result in restarting the mobile transaction $T_2$ by checking that $TS(T_1)^\prime < \max(TS(T_2))$.

Let the validation time of transaction $T_1=100$. Because $100 \in TI(T_1)$, we select $\max(TI(T_1))$ to be the final commit timestamp. So $TS(T_1) = 80$. At the validation time of transaction $T_1$, we find that $(RS(T_1) \cap WS(T_2)) = \{D_2\}$. So, transaction $T_2$ is in conflict with the active set of $T_1$ with a read-write conflict, which results in a forward adjustment of transaction $T_2$. In scenario (1), since the validation transaction is fixed and the active is mobile, we first ensure that the validation of the fixed transaction $T_1$ will not result in restarting the mobile transaction $T_2$ by checking that $TS(T_1)^\prime < \max(TS(T_2))$.

$$TS(T_1)^\prime = \min(TI(T_1)) + \frac{TS(T_1) - \min(TI(T_1))}{\sigma}$$

Assume $\sigma = 2$, then

$$TS(T_1)^\prime = \min([80, \infty)) + \frac{80 - 65}{2} = 67$$

Because the condition is satisfied (i.e., $67 < \infty$), we first make more room for the mobile transaction $T_2$ and then move the transaction forward. So the time interval of $T_2$ become $TT(T_2) = [75, \infty]$ and transaction $T_1$ is successfully validated against the mobile transaction $T_2$ and commit with a final timestamp $TS(T_1) = 67$. For the other scenarios (2), (3) and (4) the forward adjustment of $T_1 (T_2)$ will be as follows: $TT(T_2) = [75, \infty] \cap [80, \infty] = [80, \infty]$. And transaction $T_1$ is successfully validated and commits with a final timestamp $TS(T_1) = 80$.

**Example 3:** Forward Adjustment:

Consider three transactions $T_1$, $T_2$, and $T_3$: which are different from transactions in Example 3.

$T_1$: $R_1(D_1) W_1(D_2) R_1(D_3) v_1$

$T_2$: $R_2(D_2) W_2(D_4) v_2$.

$T_3$: $... W_3(D_1) v_3$

Now, suppose that these transactions execute as follows: $H_2=...R_1(D_1) W_3(D_1) v_3 R_2(D_2) W_2(D_2) W_2(D_4) R_1(D_3) v_2 v_1$.

Figure 5 shows how the timestamp intervals for transactions are adjusted with respect to the RST and WST of the data items accessed by these transactions. Let us illustrate the forward adjustment by taking the following scenarios:

(1) $T_1$ fixed and $T_2$ mobile (active: mobile, validating: fixed, read/write conflict).

(2) $T_1$ fixed and $T_2$ fixed (active: fixed, validating: fixed, read/write conflict).

(3) $T_1$ mobile and $T_2$ mobile (active: mobile, validating: mobile, read/write conflict).

(4) $T_1$ mobile and $T_2$ fixed (active: fixed, validating: mobile, read/write conflict).

Let the validation time of transaction $T_1=100$. Because $100 \in TI(T_1)$, we select $\max(TI(T_1))$ to be the final commit timestamp. So $TS(T_1) = 80$. At the validation time of transaction $T_1$, we find that $(RS(T_1) \cap WS(T_2)) = \{D_2\}$. So, transaction $T_2$ is in the conflict active set of $T_1$ with a read-write conflict, which results in a forward adjustment of transaction $T_2$. In scenario (1), since the validation transaction is fixed and the active is mobile, we first ensure that the validation of the fixed transaction $T_1$ will not result in restarting the mobile transaction $T_2$ by checking that $TS(T_1)^\prime < \max(TS(T_2))$.

$$TS(T_1)^\prime = \min(TI(T_1)) + \frac{TS(T_1) - \min(TI(T_1))}{\sigma}$$

Assume $\sigma = 2$, then

$$TS(T_1)^\prime = \min([80, \infty)) + \frac{80 - 65}{2} = 67$$

Because the condition is satisfied (i.e., $67 < \infty$), we first make more room for the mobile transaction $T_2$ and then move the transaction forward. So the time interval of $T_2$ become $TT(T_2) = [75, \infty]$ and transaction $T_1$ is successfully validated against the mobile transaction $T_2$ and commit with a final timestamp $TS(T_1) = 67$. For the other scenarios (2), (3) and (4) the forward adjustment of $T_1 (T_2)$ will be as follows: $TT(T_2) = [75, \infty] \cap [80, \infty] = [80, \infty]$. And transaction $T_1$ is successfully validated and commits with a final timestamp $TS(T_1) = 80$.
Assume $\sigma = 2$, then

$$TS(T_2)' = \min((65,100)) + \left[ \frac{100 - 65}{2} \right] = 82.$$ 

Since $TS(T_2)' > \max(\{TI(T_1)\})$, that is $82 > \max((65, 80))$, the validating fixed transaction $T_2$ will be restarted and give the mobile transaction $T_1$ the opportunity to continue its execution and commit. For the others scenarios (2), (3) and (4) forward adjustment of $TI(T_1)$ will be as follows:

$TI(T_1) = [65, 80] \cap [100, \infty] = []$, since the $TI(T_1)$ is empty, Transaction $T_1$ will be restarted and $T_2$ commit with a final timestamp $TS(T_2) = 100$.

**Example 4: Backward Adjustment:**

Let $R_i(x)$ and $W_i(x)$ denote a read and write operation, respectively, on the data item $x$ by transaction $i$, and let $vi$ and $ci$ denote the validation and commit of transaction $i$, respectively. Consider three transactions $T_1$, $T_2$ and $T_3$:

$T_1$: $R_1(D_1)$ $W_1(D_3)$ $W_1(D_2)$ $v_1$
$T_2$: $R_2(D_2)$ $W_2(D_4)$...
$T_3$:...

Now, suppose they execute as follows:

$H = ...R_1(D_1)W_1(D_3)W_1(D_2)v_1$
$T_2:R_2(D_2)W_2(D_4)...v_2$
$T_3:...W_3(D_1)v_3$

Figure 8 shows how the timestamp intervals for transactions have been adjusted with respect to the $RST$ and $WST$ of the data items accessed by these transactions.

We will consider two cases (a) and (b) based on the $WTS(D_4)$ for the following scenarios:

(1) $T_1$ fixed and $T_2$ mobile (active: mobile, validating: fixed, write/read conflict)

(2) $T_2$ fixed and $T_1$ mobile (active: fixed, validating: mobile, write/read conflict)

**Case (a):** $WTS(D_4) = 65$:

In scenario (1), the timestamp interval of transaction $T_2$...
Figure 8. Processing for example 4

after executing \( W_2 (D_4) \) will be set to \([65, \infty)\). For transaction \( T_1 \), because the validation time does not belong to \( TI (T_1) \) we chose max \( TI (T_1) \) as a final commit timestamp which is 70. At the validation time of \( T_1 \), transaction \( T_2 \) is in the active conflict set of \( T_1 \) with write-read conflict \((WS (T_1) \cap RS (T_2)) = \{D_2\}\). So, \( TI (T_2) \) will be backward adjusted as follows: we first make sure that the validation of the fixed transaction still gives an opportunity for the mobile transaction to be validated (i.e. \( TS (T_1) - 1 < min (TI (T_2)) \)) then do the adjustment \( TI (T_2) = [65, \infty) \cap [0, 69] = [65, 69] \). So \( T_1 \) is successfully validated and \( T_2 \) still has the opportunity to be validated in the time interval \( TI (T_2) = [65, 69] \). In scenario (2), the validating transaction \( T_1 \) is mobile. So, we do the backward adjustment for the fixed transaction \( T_2 \) directly as follow: \( TI (T_2) = [65, \infty) \cap [0, 69] = [65, 69] \). Then check if the interval is shut out. If so the fixed transaction will be restarted.

**Case (b):** \( WTS (D_4) = 75 \):

In scenario (1), the timestamp interval of transaction \( T_2 \) after executing \( W_2 (D_4) \) will be \([75, \infty)\). For transaction \( T_1 \), because the validation time = 90 does not belong to the \( TI (T_1) \) we choose max \( TI (T_1) \) as the final commit timestamp which is 70. At the validation time of \( T_1 \), transaction \( T_2 \) is in the active conflict set of the \( T_1 \) with write-read conflict \((WS (T_1) \cap RS (T_2)) = \{D_2\}\). So, \( TI (T_2) \) will be backward adjusted as follows: We first make sure that the validation of the fixed transaction still give an opportunity for the mobile transaction to be validated (i.e. \( TS (T_1) - 1 < min (TI (T_2)) \)) then do the adjustment. Since \( 70 - 1 \leq 75 \) and the validating transaction \( T_1 \) will result in restarting the mobile transaction \( T_2 \), we chose to restart \( T_1 \). As a result, \( T_2 \) still have an opportunity to complete its execution and it may successfully validate. In scenario (2), the validating transaction \( T_1 \) is mobile, \( T_1 \) is validated first then we do the backward adjustment for the fixed transaction \( T_2 \) as follow: \( TI (T_2) = [75, \infty) \cap [0, 69] = [75, 69] \). Since the timestamp interval of \( T_2 \) is shut out the fixed transaction will be restarted. In general, if the validating and the active conflict transactions are not backward adjusted before, the active conflicting transaction will be never restarted by the validating transaction in such case. This is true for all possible scenarios for both mobile and fixed.

### 6.2 Final Timestamp Selection

In the \( OCC-Mix \) protocol, the final (commit) timestamp \( TS (Tv) \) should be selected in such a way that room is left for backward adjustment. The proposed validation algorithm in figure 9, setting \( TS (Tv) \) as the validation time if it belongs to the time interval of \( Tv \) or the maximum value from the time interval otherwise. To justify this choice consider the following example:

Let \( RTS (x) \) and \( WTS (x) \) are initialized as 100. Consider
transactions $T_1$, $T_2$ and history $H$, where $T_1$.type = mobile:

$T_1: R_1(x) W_1(x) v_1 c_1$
$T_2: R_2(x) v_2 c_2$

$H = R_1(x) R_2(x) W_1(x) v_1$.

Consider the two cases (a) and (b):

**Case (a):** $TS(T_v) = \max(TI(T_v))$

In a similar way, transactions $T_1$ and $T_2$ are forward adjusted to $[100, \infty)$. Transaction $T_1$ starts the validation at time 1000, and the final (commit) timestamp is selected to be $TS(T_1) = \text{validation}\_\text{time} = 1000$. Because we have one write-read conflict between the validating transaction $T_1$ and the active transaction $T_2$, the timestamp interval of the active transaction must be adjusted: $TI(T_2) = [100, \infty) \cap [0,99] = [100, 99]$. Thus the timestamp interval is not empty, and we have avoided unnecessary restart. Both transactions commit successfully. History $H$ is acyclic, that is, serializable. Therefore the selection $TS(T_v) = \max(TI(T_v))$ avoids the unnecessary restart problem.

**Case (b):** $TS(T_v) = \min(TI(T_v))$

Transaction $T_1$ executes $R_1(x)$ which causes the timestamp interval of the transaction to be forward adjusted to $[100, \infty)$ then $T_2$ executes a read operation on the same object, which causes the timestamp interval of the transaction to be forward adjusted similarly, e.g. to $[100, \infty)$. $T_1$ then executes $W_1(x)$ which causes the timestamp interval of the transaction to be forward adjusted to $[100, \infty)$. $T_1$ starts the validation, and the final (commit) timestamp is selected to be $TS(T_1) = \min([100, \infty)) = 100$. Because we have one write-read conflict between the validating transaction $T_1$ and the active transaction $T_2$, the timestamp interval of the active transaction must be adjusted: Thus $TI(T_2) = [100, \infty) \cap [0,99] = \emptyset$. The timestamp interval is shut out, and must be restarted. However this restart is unnecessary, because history $H$ is acyclic, that is, serializable. Taking the minimum as the commit timestamp ($TS(T_1)$) was not a good choice here.

We have also used a deferred dynamic adjustment of serialization order. In the deferred dynamic adjustment of serialization order all adjustments of timestamp interval are done to temporal variables (i.e. the timestamp intervals of all conflicting active transactions are adjusted after the validating transaction is guaranteed to commit). If a validating transaction is aborted no adjustments are done. Adjustment of the conflicting transaction would be unnecessary since no conflict is present in the history after abortion of the validating transaction. Unnecessary adjustments may later cause unnecessary restarts.

Finally, in Figure 10 current read timestamps and write timestamps of accessed data items are updated and changes to the database are committed.
A backward and forward with deferred adjustment algorithm previously described, creates order between conflicting transaction timestamp intervals. A final (commit) timestamp is selected from the remaining timestamp interval of the validating transaction. Therefore the final timestamps of the transactions create partial order between transactions.

7. Performance Evaluation

This section conducts a series of simulation experiments to evaluate the performance of the proposed concurrency protocols with other related protocols on mixed transactions environment. The following subsections will illustrate the simulation model, workload being used, performance metrics and finally summarize the research outcomes.

7.1 Simulation Model

The simulation model that was used in the experiments consists of stationary units and mobile part. These stationary units are classified according to either fixed hosts or base stations. The fixed host refer to database server connected to a wired-based network. The database server is reachable by two types of users; first user, is a user that uses the wired reliable network, and the second user, is a user who no access to these information servers. The base station has a wireless interface. It coordinates the communication between mobile units and stationary units. Generally, there are two types of transactions; mobile transactions which submitted by the mobile clients and wired-based client transactions which processed at the server’s side. Both mobile and fixed host transactions contain both read and write operations. All data objects have the same chance of being accessed by any transaction’s operation. The simulator can handle this chance by implementing two different generators. One of the generators is used by fixed hosts; and will be responsible for generating the transactions of this type of hosts. The other one is used in mobile transactions to simulate the mobile device as well as the wireless environment. When a mobile host submitted a transaction, the transaction will be sent to the base station through a wireless link and then it will be sent to the database through an existing wired network. In some scenarios, a transaction may require the user’s interaction to the input data during the execution time. Based on many existing studies [23], this will increase the cost of communication setup. In order avoid re-establishing the communication setup each time the transaction needs the user’s interaction, the proposed protocol keeps the communication during the execution time particularly in mobile transactions. The CPU queues the generated transactions from both generators (i.e. fixed and mobile) based on first in first out scheduling discipline. When the CPU is available, one of the transactions at the front of the CPU queue will be picked up and submitted to the CPU for processing. In order to read a data object, transactions need to be lined up in the disk queue for accessing the data. The transactions need to repeat all these stages until all operations are processed. The data object table and a transaction table need to be maintained in the system. The data object table is responsible for recording the read timestamp and the write timestamp for each data object in the database. Similarly, the transaction table is responsible for maintaining the read set, write set and the timestamp interval of each transaction.

As shown in Figure 11, the based station provides the communication channels to all mobile units located within a cell. The mobile users can move between cells. As a result, when a mobile user leaves and enters a new cell, and in order to allow the mobile unit to continue its communication without connection interruptions, the new base station should be able to provide an idle channel to this mobile unit. This is called a handoff process. However, in case that there are no idle channels available in the new cell, the mobile host will be disconnected. The disconnection of active mobile transaction, if happens, will force the transactions to rollback and then to restart, and hence...
the disconnection wastes the system’s resources.

Figure 11 shows that the simulator’s wireless part consists of 20 cells. Each cell is controlled by a MSS and every four MSSs are governed by one BSC, and finally every five BSCs are governed by one MSC which have a connection to the fixed host server. The following attributes are used to determine the time between arrival of the mobile transaction operations.

$$BW_{cell} = \frac{BW \text{ offer by BSC}}{\text{Number of mobile users in cell at time } t}$$

$$TBA_{cell} = \frac{1}{BW_{cell}} \times TBA_{generator}$$

The mobility of each mobile host modeled by estimating the number of visited base station during transaction execution. The visited base station for each mobile host is randomly selected when the handoff occurs. This will affect the number of users under each cell during the simulation which affects the bandwidth available for the users. The numbers of users in each cell with random handoff imitated process are used to determine the time between arrivals of mobile transaction operation.

Power consumption (MHi) =

$$PCR(MH) = \sum_{i} NopS \times \beta + \sum_{i} NDR \times \alpha + \omega \times \text{idle}_\text{time}$$

Where NopS is the number of operation sending by Ti, NDR is the number of data items received by Ti. And β, α are fixed cost associated of each operation and data item at the time of sending the operation and receiving the data item, respectively. ω is an idle power required to stay in the active state (awake) during transaction execution.

Parameter Setting
Table 1 determines the names and meanings of all parameters that control system resources. For example, CPU(Time) and DiskTime parameters is used to capture the CPU and disk processing times per data page. Table 2 shows the key parameters that characterize system workload and transactions. The number of data objects accessed by a transaction and the actual data objects are determined uniformly from the database. A data object that is read is updated with the probability, WriteProb.

7.2 Performance Metrics
In MDBS, the major performance measure that can demonstrate the effectiveness of the protocols is the restart ratio. The restart ratio measures the average number of restarts experienced by a mobile host transaction before it can commit. This measure also indicates the amount of resources spent on restarted transactions. Reducing the restart cost not only saves resources, but also helps to soothe resource and data contention. The mobile transaction rollback frequency and the fixed transaction rollback frequency help to analyze the source

<table>
<thead>
<tr>
<th>System</th>
<th>Reported value</th>
<th>means of 10 times replication of each</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>test session</td>
<td></td>
</tr>
<tr>
<td>Database size</td>
<td>300</td>
<td></td>
</tr>
<tr>
<td>CPU execution time per operation</td>
<td>25 ms</td>
<td></td>
</tr>
<tr>
<td>CPU queuing discipline</td>
<td>first in first out</td>
<td></td>
</tr>
<tr>
<td>Number of cells</td>
<td>20</td>
<td></td>
</tr>
<tr>
<td>Number of channel per cell</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>Channel Bandwidth</td>
<td>1 operation per millisecond</td>
<td></td>
</tr>
</tbody>
</table>

Table 1. The workload for baseline experiments

<table>
<thead>
<tr>
<th>Transaction</th>
<th>Reported value</th>
</tr>
</thead>
<tbody>
<tr>
<td>TBA of fixed transactions</td>
<td>1 transaction per 10ms</td>
</tr>
<tr>
<td>TBA of mobile transaction</td>
<td>1 transaction per 15ms</td>
</tr>
<tr>
<td>Fixed host transaction length (Noperations)</td>
<td>3 - 10 uniformly distributed</td>
</tr>
<tr>
<td>TBA of fixed transaction operations</td>
<td>3.0 – 5.0 ms</td>
</tr>
<tr>
<td>Probability of disconnection</td>
<td>0.1, 0.2, 0.3</td>
</tr>
<tr>
<td>Mobility values</td>
<td>1, 2, 3, 4, and 5 BS/Transaction</td>
</tr>
<tr>
<td>Power of the mobile host</td>
<td>200 – 800 ms</td>
</tr>
<tr>
<td>Mobile host transaction length (Noperations)</td>
<td>3 – 15 uniformly distributed</td>
</tr>
<tr>
<td>Fixed transaction writes probability</td>
<td>0.4</td>
</tr>
<tr>
<td>Mobile transaction writes probability</td>
<td>0.3</td>
</tr>
</tbody>
</table>

Table 2. The parameters that characterize system workload and transactions
of transaction restarts. The frequencies can reflect the proportion of data conflict between mobile and fixed transactions and that among mobile transactions as the utilization of mobile transactions varies. The last performance measure specifically for the OCC-Mix approach is the adjustment ratio, which is the number of serialization order adjustment made per transaction. This ratio can help to understand the effectiveness of the OCC-Mix approach in different parameter settings. The formulas of the main performance measures are listed below.

Power consumption ratio (PCR) = \( \frac{P_{\text{initial}} - P_{\text{final}}}{P_{\text{final}}} \)

Restart ratio = \( \frac{N_{\text{restart}}}{N_{\text{committed}}} \)

Adjustment ratio = \( \frac{N_a}{N_{\text{restart}} + N_{\text{committed}}} \)

Fixed transaction rollback frequency = \( \frac{N_{\text{fixed, restart}}}{N_{\text{committed}}} \)

Mobile transaction rollback frequency = \( \frac{N_{\text{mobile, restart}}}{N_{\text{committed}}} \)

Where

\( N_{\text{restart}} \): Number of restarted transactions of both types.
\( N_{\text{committed}} \): Number of committed transactions of both types.
\( N_{\text{mobile, restart}} \): Number of committed mobile transaction which caused other mobile transaction to be restarted.
\( N_{\text{fixed, restart}} \): Number of committed mobile transaction which caused other fixed transaction to be restarted.
\( N_a \): Total number of adjustment made.

### 7.3 Experiments and Results

#### 7.3.1 Impact of Mobility

Figure 12(A) shows the PCR as a function of the mean mobility value. This scenario shows that the 20% of transactions in the system are mobile-based transactions. When increasing the mobility value in the situation where the percentage of base stations that crossed over by a mobile transaction increase, the delay between operations of mobile transaction will increase and hence the average numbers of active transactions will increase. We noticed here the blocking of 2PL protocol is negatively effect on the PCR values. With respect to the OCC protocol, there is no blocking overhead. However, reduction of PCR values still exist because of restarts that is generated by mobile transaction. Since the OCC-Mix have no blocking overhead compared to the 2PL and have less number of restarts than OCC, figure 12(B) shows that the improvements of OCC-Mix approach over other protocols particularly when the percentage of mobile and fixed transactions are equal. Figure 12(C) shows the scenario of PCR of all protocols when the mobile transaction are dominated, the increase of PCR values in OCC and OCC-Mix are generated because of the frequent restarts. Figure 12(C) explains the reduced difference between these protocols in situation where the percentage of mobile transaction is 80%. Therefore, the best improvement that can be achieved by the OCC-Mix protocol when the equalling the percentages of mobile and fixed transactions.

---

Figure 12 A. Power consumption rate (MT = 20%), Figure 12 B. Power consumption rate (MT = 50%), Figure 12 C. Power consumption rate (MT = 80%), Figure 12 D. Fixed rollback Frequency
7.3.2 Impact of $\sigma$ - value

Sigma value could be used to give an indication about the interactions between mobile and fixed transactions. Increasing the $\sigma$ - value will increase the opportunity to allow fixed transactions to commit within time intervals. Figure 12(D) describes the fixed rollback frequency $FRF$ when using different values of $\sigma$. This experiment determines the transactions that are aborted due to their conflict with other mobile-based transactions. Additionally, figure 12(D) shows the relationship between $\sigma$-value and the number roll backed fixed transactions. As a consequence, increasing the $\sigma$ - value leads to increase the number of roll backed fixed transactions by other mobile transactions. When selecting the $\sigma$ - value = 2, we got the smallest value of $FRF$. Similarly, figure 13(A) shows that smaller $\sigma$-value results in more restarts in mobile-based transactions.

With respect to Mobile Rollback Frequency (MRF), adjusting an active mobile transaction that is in conflict with a bigger timestamp interval of a validating fixed transaction, will decrease the timestamp intervals of other mobile and fixed transactions which may be in conflict in the future. In summary, assigning the intermediate value of $\sigma$ leads to best results in reducing the rollback frequency of both fixed and mobile, figure 12(D) and figure 13(A) summarize this conclusion.

7.3.3 Impacts write Probability

Different degree of data contention may affect the system performance when these protocols are applied. In these experiments, we simulate the transaction execution at different proportion of read and write operations in a mobile transaction. Figure 13(B) shows the restart rate for mobile transactions as the write probability varies when 20% transactions present in the system are mobile. It can be seen that there is no difference between the performances of the protocols at both ends of the write probability. When all operations are read, there is no data conflict and no adjustment is required. It makes no difference which $OCC$ protocol is employed. On the other hand, when all operations are writing, the performance of the $OCC$-Mix protocol is also the same as the other two protocols because it is impossible to adjust the serialization order between the conflicting transactions since all data conflicts are serious. That is, the $OCC$-Mix protocol resembles the other two protocols when all operations are either read or write. In other words, the $OCC$-Mix protocol functions more effectively when transactions have a mix of both read and write operations. Figure 13(C) and Figure 13(D) give the restart rate when the mobile transactions percentages are 50% percent and 80%, respectively. Since there are both read and write operations in mobile transactions, when there is write-read conflict between a mobile transaction and a fixed transaction, the fixed transaction restart can be avoided by backward adjusting the fixed transaction.

One of the overheads of the $OCC$-Mix protocol is the adjustment of the serialization order for those transactions that are in conflict with the validating transaction. Figure 14(A) and Figure 14(B) give the adjustment ratio when the percentages of mobile transaction are 50% and 80%,
respectively. This ratio in fact measures the effectiveness of the OCC-Mix protocol. When the ratio is zero, it means that either no dynamic adjustment is made in case of 100 percent read-only transactions or no dynamic adjustment can be made in case of 100 percent write-only transactions. The adjustment ratios reach the peak when there is a mixture of read and write operations in the system.

7.3.4 Impact of Workload
To have a deeper understanding of the data conflict between fixed and mobile transactions, two performance measures, called fixed transaction rollback frequency and mobile transaction rollback frequency, are collected. The frequencies indicate the amount of data conflict between fixed and mobile transactions and among mobile transactions, respectively. The later frequency also represents the fraction of committed mobile transactions which have roll-backed other mobile transactions. Figure 14(C) and Figure 14(D) gives the mobile and fixed transaction rollback frequency when there is 20% of transactions presences in the system are fixed. Most of data conflicts among mobile transactions. As the workload increases, data conflict intensifies and it is more likely for a transaction to rollback others in order to be committed. When the system begins to saturate, frequency decreases as the number of committed transactions decreases. For a transaction being restarted, there must be one other transaction to roll it back. Figure 15(A) and Figure 15(B) gives the frequencies when the utilization of fixed transactions is 50 percent. In Figure 15(A), it can be observed that the amount of data conflicts between mobile and fixed transactions increases as the number of fixed transactions increases until the system begins to saturate. In these two figures, it can also be observed for OCC-Mix protocol that it is more likely for a mobile transaction to rollback a fixed transaction than for a fixed transaction to rollback another fixed transaction, though the utilization of mobile transactions is equal to the fixed transaction. Since OCC-Mix protocol makes more room for mobile transaction, any fixed transactions that have data conflicts with a mobile transaction and its timestamp interval shut out it will be roll backed by the mobile transaction when it commits. A further increase of the utilization of mobile transactions exacerbates the situation. Figure 15(C) and Figure 15(D) give the frequencies when the utilization of fixed transactions is 80 percent. When the workload is low, under the 2PL protocol the data conflict between mobile and fixed transactions is increase. As the workload increases, data conflicts among mobile transactions increases. On the whole, it is observed that the OCC-Mix protocol can effectively help to reduce the number of unnecessary restarts whether they are due to data conflicts between mobile and fixed transactions or among mobile transactions. More over, even that OCC-Mix protocol negatively affect the number of committed fixed transaction, as the restart ratio of fixed transaction increase when the percentage of mobile transaction present in the system increase. This ratio is acceptable because the wasted resources concentrated in the fixed part of the network which can be tolerated especially when the performance gain in the scars wireless resources is high as we show in the restart ratio of mobile transaction.
8. Conclusion

This paper proposed the OCC-Mix protocol. The OCC-Mix could be used to overcome many problems in mixed transactions environment. The idea behind this protocol is to avoid the wasting of scars and save the resources of mobile environments. As a consequence, the OCC-Mix dynamically adjust the serialization order of the conflicting transactions with respect to the validating transaction, and hence this lead to decrease the unnecessary transaction restarts. Moreover, OCC-Mix allows mobile-based transactions to commit by making more room. The OCC-Mix protocol exploits the semantics between the operations of transaction (i.e. write and read operations). Additionally, it preserves the serializability by restarting the conflicting transactions of the validating transaction. However, the only situation that transactions needed to be restarted is when serious conflicts with the validating transaction. In case of non serious conflicts, adjusting the serialization order is required particularly for conflicting transactions with respect to the validating transaction. A set of simulation experiments were conducted to investigate the performance of the OCC-Mix approach with current optimistic concurrency control protocols. The results show that the proposed protocols outperform the traditional optimistic concurrency protocol in wide range related performance metrics. For example, OCC-Mix protocol decreases the number of mobile-based transaction restarts, which leads to a significant saving of resources. Besides, it improves the power consumption rate that is crucial to mobile computing environments.
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