New Approach for Intrusion Detection in Big Data as a Service in the Cloud
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ABSTRACT: Nowadays, Big Data has reached every area of our lives because it covers many tasks in different operation. This new technique forces the cloud computing to use it as a layer, for this reason cloud technology embraces it as Big Data as a service (BDAAS). After solving the problem of storing huge volumes of information circulating on the Internet, remains to us how we can protect and ensure that this information are stored without loss or distortion. The aim of this paper is to study the problem of safety in BDAAS, in particular we will cover the problem of Intrusion detection system (IDS). In order to solve the problems tackled in this paper, we have proposed a Self-Learning Autonomous Intrusion Detection system (SLA-IDS) which is based on the architecture of an autonomic system to detect the anomaly data. In this approach, to add the autonomy aspect to the proposed system we have used mobile and situated agents. The implementation of this model has been provided to evaluate our system. The obtained findings show the effectiveness of our proposed model. We validate our proposition using Hadoop as Big Data Platform and CloudSim, machine learning Weka with java to create Model of detection.
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1. Introduction

The advantages and the solutions proposed with the appearance of the new technologies either Cloud computing or Big Data force the logical and physical structures of mass data storage move towards these technologies. In addition, the solutions offered presented in storage and processing of various operations. However, these solutions do not cover all the previous issues specially the one related to the security problem [1].

The exponential growth in data volume generated in the Internet may contain very valuable resource for hackers, crackers and other cybercriminals. The number of computer attacks has grown in quantity and complexity, making defense an increasingly arduous task. Each
A computer that suffers an attack has very limited information on who initiated the attack and its origin. In fact, current systems for intrusion detection and response do not follow the growing number of threats [2]. In this context, the need for a highly effective and quickly reactive security system gains importance. In this manner, the organizations must implement an intrusion detection and prevention system (IDPS) to protect their critical data against various kinds of attacks because anti-virus software and firewalls are not enough to provide full protection for their systems [3].

Intrusion detection systems (IDSs) can be split into three types: A network-based intrusion detection system (NIDS), a host-based intrusion detection system (HIDS), and a hybrid-based intrusion detection system [4]. A HIDS detects malicious activities on a single computer where NIDS identifies intrusions by monitoring multiple hosts and examining network traffic. In NIDS, sensors are located at choke points of the network to perform monitoring, often in the demilitarized zone (DMZ) or on network borders and capture all the network traffic. Hybrid-based IDSs detect intrusions by analyzing application logs, system calls, file-system modifications (password files, binaries, access control lists, and capability databases, etc.) and other host states and activities.

Despite its growing importance, current IDS solutions available have limited response mechanisms. Researches focus is on better intrusion detection techniques, response and effective reaction to threats are still mostly manual and rely on human agents to take effect [2]. To ensure a reactive security that handles the IDS solutions, with agent paradigm, we can add an asset to our solution in order to solve this problem through its characteristics such as: autonomy and reactivity. Moreover, since we are working in a cloud environment which contains many sites distributed around the world, mobile agents could facilitate data collection.

In this paper, we propose a real-time autonomic intrusion response system to provide the best defense possible in a short time. In this manner, this paper is organized as follows section 2 presents the area of our research. Section 3 outlines some related works. In section 4, we present our approach and give a description of the proposed architecture. Section 5 shows the validation of the proposed system. Finally, section 6 concludes this paper.

2. Background

The present section shows a brief description for the main element used in our proposal system which is based on both architecture of the autonomous system (MAPE-K cycle) and Big-Data-as a service (BDaaS) [5], these architectures are represented in figure 1 and figure 2 respectively.

As we can see from Figure 1 that represents the structure of an autonomic system with its MAPE-K cycle [6], this structure is composed of a set of operations that include: monitoring, analysis, planning and executing modules. All the management of the autonomic component is performed by a meta-management element, which makes decisions based on the knowledge base. Moreover, in this system sensors are responsible for collecting information from the managed element. When we collect this information the sensors send them to the monitors where they are interpreted, pre-processed, aggregated and presented in a higher level of abstraction. After this operation, the analysis phase is executed and planning takes place. At this stage, a work plan is generated, which consists of a set of actions to be performed by the executor. Only the sensors and executors have direct access to the managed element. Through the autonomic management cycle, there may be a need for decision-making, thus there is also a requirement for knowledge base [7].

For service providers, there are multiple ways to address the Big Data market with as-a-Service offerings. These can be roughly categorized by level of abstraction, from infrastructure to analytics Software [8], as shown in Figure 2. According to this figure (figure 2), our proposed system takes place in Data Storage Layer and Compute Layer (MapReduce).
3. Related Works

In the literature, many works have proposed a solution for the intrusion in a different system. In this section, we are going to present some work related to this issue.

In [9], Balasubraiyan et al. propose a distributed architecture, where several independent small processes operate cooperatively to monitor the target system. Its main advantages are its efficiency, its tolerance to faults, its resistance to degradation and its extensibility.

Sodiya in [10] has proposed an architecture untitled MSAIDS, which provides a methodology where the intrusion is handled in two levels. The first one is the lower detection level (LLD) that has the data agents and processing agents. Where the second one is the upper level of detection (ULD) also known as level of confirmation, which is involved in the separation of the process of intrusion detection.

The work proposed by Abraham et al. presented in [11] is based on a hierarchical architecture with Central Analyzer and Controller (CAC) as a core of the Distributed Intrusion Detection System (DIDS). The CAC consists of a database and web server that allows an interactive query by the network administrator for usual information / analysis of the attack and initiating preventive measures. In addition, CAC also performs attack aggregation, building statistics, identifying attack patterns, and enabling rudimentary incident analysis.

The [12] has proposed a system that integrates data mining algorithms and mobile agent technology for detecting known and unknown attacks in the network. This system employs mobile agent technology for processing information from each host. Indeed, mobile agent-based signature detection allows the detection of known attacks.

In [13] suggests an autonomous manager for intrusion detection which introduces a mechanism for multi-attribute auction. In addition, the proposed architecture has a layer of managed resources covering generically all physical devices such as routers, servers or software applications. These resources should be manageable, observable and adjustable. The state of resources refers to all data (events) that reflect the state of existing resources, including logging and real-time events. Furthermore, this architecture also has an autonomous agent that handles some tasks such as detection engine, optimization strategy, autonomic response, and knowledge base module. Besides, the mentioned architecture has a set of agents responsible of Managed Resource (MR) information capture, preprocessing and redundancy removal before final submission to Autonomic Manager agent (AM agents).

Kholidy et al. [14] describes how to extend the current technology and IDS systems. Their proposal is based on hierarchical IDS, to experimentally detect DDoS, host-based, network based and masquerade attacks. In addition, Kholidy et al. provide some capabilities for self-resilience preventing illegal security event updates on data storage and avoiding a single point of failure across multiple instances of intrusion detection components.

The work of Vollmer et al. presented in [15] describes a new architecture that uses the concepts of autonomic computing based on SOA and external communication layer to create a network security sensor. This approach simplifies the integration of legacy applications and supports a safe, scalable, self-managed structure.

Sperotto et al. [16] presented an autonomic approach to adjust the parameters of intrusion detection systems based on SSH traffic anomaly. The authors in their work have proposed a procedure which aims to tune system parameters automatically and, to optimize system performance. Moreover, the proposed procedure validates their approach by testing it on a probabilistic-based detection test environment for attack detection on a system running SSH.

Kleberet al. [17] suggests the use of autonomic computing to provide a response to attacks on cloud computing environments. Thus, it is possible to provide self-awareness, self-configuration in the cloud. An architecture that uses the expected utility function for choosing an appropriate response is a statistical model to adjust the answers given in order to provide more results. Furthermore, the work proposes the use of Big Data infrastructure using Hadoop to organize the large volume of data and extract information using the Map-Reduce framework.

Boukhlouf et al. [20, 21, 22] proposed a hybrid approach based on mobile agents for the detection of intrusion (HAMA-IDS). The architecture allows the treatment of information directly to the place where it is available through the use of mobile agents (aglets). Thus, the method is based on the platform Aglets for the creation and distribution of agents. These last ones can move from post to post in order to analyze packages collected by the collector agents. The hybrid analysis is assured by the analyzers and redirectors agents, so that they detect possible attacks.

4. Proposed Architecture

In order to propose a solution for the mentioned issue that consists of the resolution of intrusion detecting problem in BDaaS systems. In our work, we propose a model for autonomic intrusion detection system based on the autonomic loop, commonly referenced as MAPE-K (Monitor, Analyze, Plan, Execute and Knowledge Base). In our proposal to monitor and to analyze the mentioned problem, we have used mobile agents [25] to collect data from network traffic for storage and further analytics. In addition, a distributed storage is used in our proposal, in this work we chose Apache Hadoop as storage engine.
Table 1. Comparative study between different approaches shows the difference between the previous works according to some parameters

<table>
<thead>
<tr>
<th>Approach</th>
<th>IDS</th>
<th>Cloud</th>
<th>Response</th>
<th>Big Data</th>
<th>Algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td>AAFID [9]</td>
<td>√</td>
<td>X</td>
<td>√</td>
<td>X</td>
<td>genetic</td>
</tr>
<tr>
<td>MSAIDS [10]</td>
<td>√</td>
<td>X</td>
<td>√</td>
<td>X</td>
<td>Previously modified</td>
</tr>
<tr>
<td>MAD-IDS [12]</td>
<td>√</td>
<td>X</td>
<td>√</td>
<td>X</td>
<td>Data mining</td>
</tr>
<tr>
<td>Wu [13]</td>
<td>√</td>
<td>X</td>
<td>√</td>
<td>X</td>
<td>Auction</td>
</tr>
<tr>
<td>Kholidy [14]</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>X</td>
<td>Holt-Winters</td>
</tr>
<tr>
<td>Vollmer [15]</td>
<td>√</td>
<td>X</td>
<td>√</td>
<td>X</td>
<td>Fuzzy</td>
</tr>
<tr>
<td>Sperotto [16]</td>
<td>√</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>Flor-based</td>
</tr>
<tr>
<td>IRAS [17]</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>maximization method</td>
</tr>
<tr>
<td><strong>SLA-IDS</strong> (our approach)</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td><strong>SVM</strong></td>
</tr>
</tbody>
</table>

Figure 3. General Architecture of the Proposed System

because its performance, scalability and further capabilities to be extended and suffer Map Reduce jobs [26, 27, 28].

For analysis, planning and execution we present a Multi-agent model based on the expected utility function.

4.1 Architecture Description

In this subsection, we explain the components used in our proposed architecture and their roles. As we have mentioned earlier this architecture proposed to solve the intrusion problem. In addition, this architecture is based on a set of agents some are mobile and others are situated agents. The next figure 3 depicts the proposed architecture.

The proposed architecture shown in figure 3 composed by a set of components given as follows:

- **Interface Layer**: This layer represents the link between the internal and external world (User and system) through a graphical interface. Moreover, the main task of this unit is to gather the client’s service requirements and display the obtained results. In addition, in this interface, we assign an agent in order to facilitate the interaction through the use of a model that checks the given data and normalizes
the requests. This operation makes the treatment of clients’ request much easier for the system; then, the interface agent sends it to the mediator layer.

- **Mediator Layer**: This layer creates mobile agents for each customer, and this mobile agent is responsible for extracting the required information of each package, so the analyses layer could detect the anomalies. Despite of considering privilege and security reasons in the cloud, we suppose that these agents have the rights to work in data centers.

- **Supervising Layer**: In this layer we supervise the action of each mobile agent, and also we supervise the work of the analyses layer, so we can eliminate the agents that have finished their work and if there is a problem with the mediator layer will assign another agent to continue its work.

- **Analyses Layer**: The job of this layer is to detect the anomaly packages that come from mobile agent created with mediator layer. Moreover, this layer ensures the detection task using a valid model which is in our proposition “SVM”. After that, it sends the decision to the next layer (planning layer).

- **Planning Layer**: This layer determines the fate of the packages coming from the mobile agent. After receiving the decision from the analyses layer, this layer checks the protocol used in sending those packages and sends its decision to the executor layer.

- **Executor Layer**: This layer implements the decisions that are taken by the planning layer, by creating a mobile agent to apply the decision, those agents control the mobile agent created by mediator layer to either allow the storage of the data or delete it.

### 4.2 The Proposed Intrusion Detection System

After describing the components of our proposed approach, the figure 4 represents the location of our proposed system SLA-IDS (Self-Learning Autonomous Intrusion Detection) in Big data as a service Layer (BDaaS).

#### 4.2.1 Monitoring Layer

The first phase of the MAPE-K autonomic cycle corresponds to monitoring. In this step, sensors are used to obtain data from the users, in our case we consider mobile agents as sensors, so our monitor has a host platform JADE to create mobile agents. Moreover, a Big database to store all the information about the packers that are obtained by the agents from the users to analyze these data. In order to achieve this operation, we have used Hadoop as big data platform to store all these information permanently because its performance, scalability and further capabilities to be extended and suffer Map Reduce jobs, as presented in figure 5.

#### 4.2.2 Analysis Layer

In this step, we generate the model of intrusion detection, as we can see in figure 6. The model used in this work is SVM [24] which is based on the following steps below:

- **Training Step**: In this step, we have used train database from the literature named (NLS_KDD/KDDTrain) [17]. The used model contains information about the packet (protocol type, service, host login, guest login…..) as features where the labels represented by “numeric, nominal”.

![Figure 4. BDaaS Market Overview [18]](image-url)
Figure 5. Architecture Illustration of the Monitoring Phase

Figure 6. The different Steps of Model Creation
• **Testing Step:** After the model is performed with the training step, we test it with another database (KDDTest).

• **Validation Step:** In this step, we validate our model by testing it with another database (KDDTest-21) in order to reduce the error.

### 4.2.3 Planning and Executor

The second phase is Deployment Model (see Figure 7), we integrate our model in the system, which has an analyzing agent that is capable of detecting the intrusion and leave the decision to the mediator agent in the planning and execution phases.

In the planning phase, we will use an agent called mediator agent, this agent makes the decision of the action after receiving the results from analyzing agent, taking in to consideration the protocol of sending these packets. In case that the used protocol for the packet is TCP, in the event that this protocol detects to an anomaly then it will delete the packet, consequently, it will ask for sending the packet again. Otherwise, the packet will be deleted without additional actions, and the mobile agent created by the mediator agent will perform this operation. These agents represent the executor phase.

### 4.3 The Internal Architecture of the used Agents

As we have mentioned in the previous section that we have several agents in this subsection, we are going to present the modules of each used agent.

The concrete architecture of the supervising agent (figure 8) presented in the above figure consists of the following modules:

• **Communication Module:** This module provides all the mechanisms of interaction of the agent with the other agents but also with the module of decision-making (Task Module).

• **Task Module:** It is the brain of the agent. This module is responsible for choosing the appropriate task with the current state of the environment, and those tasks delete single information or delete all the data to store now ones.

---

**Figure 7. Architecture Illustration of the Execution Phase**

---

**Figure 8. Concrete Architecture of the Supervising Agent**
The planning agent presented in figure 9 is used in our architecture, it is composed of the next modules:

- **Communication Module**: This module provides all the mechanisms of interaction of the agent with the other agents and with the action module to decide on the number of agents need to be created and then assigns tasks to each one of them.

- **Create Agent Module**: Allows planning agent to create a mobile agent to each packet received from the customer.

- **Environment**: This module indicates to the customer, another agent or big data Platform.

- **Action Module**: In this module, the planning agent takes the decision to delete the information permanently. In addition, this module offers communication with the customer to re-send the decision, in the event of information anomaly which depends on the used protocol by the customer, or stores that information if they are sound.

In order to resume the scenario used in our proposal, we are going to use the next figure (Figure. 10) which represents the different operations using an UML sequence diagram given as below.
The SLA-IDS checks each transmitted package in order to store by the customers of the cloud computing. First thing, the customers send their requests via the Interface Layer, where these requests will be treated and sent to the Mediator Layer, this one creates for each user a mobile agent so he can supervise his actions, and then it sends this number to Mediator Layer. The Mobile agent converts the packets to Johnson file, so we can analyze its information and detect the anomaly, then we store them in Hadoop Big data platform permanently to be analyzed and corrected by the Analyzing and Planning Layers.

After Johnson files are stored by mobile agent, we have three analyzing agents (our proposed model “SVM”) to analyze the data node in Hadoop. Each agent sends the calculated result to Planning Layer (Mediator Agent) to check the protocol that is used to send the anomaly packets in this situation we have two cases. The first case, if it is a TCP protocol the packet will be deleted and the system will ask the customers to resend these packets. The second case, if it is not a TCP then these packets will be deleted without additional action.

The decision of the mediator agent will be executed in the Executor Layer by a mobile agent that is created in this Layer each agent is responsible for one packet at a time. When the delay of the anomaly packet is complete this packet will be stored and the Jonson files will be deleted.

5. Validation

To evaluate the performance of the proposed system, we use a Windows operating system machine with 4G RAM and 2.6 GHT micro-processor. In our experiment, we have used several Big Data bases downloaded from [29, 30, 31, 32 and 33] to construct our model. Furthermore, we used five sites each one of them contains one heterogeneous big data base. In addition, since we have used Multi-agent system in our solution we used JADE platform to implement the system components.

In this section we are going to represent the same algorithms that we used for the validation of our proposal architecture, starting with the interface of the application (Figure 11).
stored temporarily in that directory and they will be deleted. So we need to copy the files from the temporary directory to the desired location.

The ServletFileUpload is the main class that handles file upload by parsing the request and returning a list of file items. It is also used to configure the maximum size of a single file upload and maximum size of the request, by the methods setSizeMax() and setFileSizeMax() respectively.

5.3 Creating Directory to Store Upload File
Because upload files are stored temporarily under a temporary directory, we need to save them under another permanent directory. The following code creates a directory specified by the constant `UPLOAD_DIRECTORY` under web application’s root directory, if it does not exist.

5.4 Reading Upload Data and Save to File
The code of parsing the request to save upload data to a permanent file: The parseRequest() method returns a list of form items which will be iterated to identify the item (represented by a FileItem object) which contains file upload data.

The method isFormField() of FileItem (Figure 12) class checks if an item is a form field or not. A non-form field item may contain upload data, thus the check:

```java
if (!item.isFormField()) {
}
```

Using KDD data ((Figure 13) it contain 42 attributes) to create the model of detection we used weka classifier from java and we got the result below (Figure 14 and Figure 15):
Figure 13. KDDTrain Data

Figure 14. Result of KDDTrain

As shown on table 1, our work uses Big Data as a service in the cloud to locate anomaly data and be able to provide a response that takes into consideration the type of protocol that is used in sending this data. The contribution of our research was to provide a system that can detect the anomaly data when the customers of the cloud aim to store their data.

6. Conclusion

The paper suggests the use autonomous computing architecture to detect data anomaly when the customers of the cloud aim to store their information. The work proposes the use of Big Data infrastructure using the Hadoop platform to organize the large volume of data and
multi-agent system to provide intrusion detection. To develop our proposition we integrate the big data as a layer in the cloud environment (Big Data as a service as), and we used a mobile agent to guarantee the quick reaction of our system to the anomaly data. That is to provide a self-healing intrusion detection system.

We are thinking as perspective of this work to integrate semantic aspect and apply other IDS approaches, and we are also trying to use PHM (Prognostics and health management) methods to apply a data maiming for Medical Big Data.
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