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ABSTRACT: E-commerce websites have become main market players in the 21st century due to advancement in the internet technology. Apart from buying products online, customers are also providing reviews on the products purchased by them. These reviews help new customers to buy various products according to their needs, liking, and preferences. However, millions of reviews are added by the customer on a daily basis. To extract meaningful information manually from these huge amounts of reviews is a tough task. So, it is required to develop an automatic analytics tool for the review sentences. Aspect extraction is one of the vital tasks in the process of meaningful information extraction from the products having various entities. In this work, a novel product aspect extraction approach has been proposed which utilize a graph-based technique with the integration of statistical and semantic information. The analysis of experimental results shows that the proposed approach is efficient and effective in comparison to the state of art methods.
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1. Introduction

In the recent decade, since most of the content on the internet is user-generated, so most of the products are reviewed by the users. Almost all shopping websites, blogs, or forums allow the customers to post their ratings and opinion about the products or services. The example for the same is www.amazon.com, rottentomatoes.com, epinions.com. The virtual world has a lot of influence on the customers as well as it provides a lot of information on business intelligence and marketing. Most of the reviews are considered as ratings and feedback which helps the customers to decide on which product to buy and helps the retailer and manufacturers to understand the positives and negatives of the product. Nowadays everyone posts their reviews, so the number of reviews also increases and it is difficult for the new user to get an overall picture of all the opinions of the customers who have used the product. It s very difficult to do it through manual analysis. Therefore, it is required to develop proper analysis and summarization tools for the review’s analysis which provides a better idea about the product to new customers.

To extract meaningful information from these huge amount of online review various techniques have been suggested in the literature [1,27,32,19,18,4,3,30,11,5,36]. In modern
days, online marketing and e-commerce have a great impact on the economy of every country [12]. These e-commerce websites are providing facility to their customers to provide valuable feedback which helps new customers to buy products according to their preferences and liking. The review analysis also provides better feedback to the manufacturers which helps to enhance the product quality.

Information overloading and different preferences are two major problems that hinder customers from taking advantage of product reviews. One has to go through millions of reviews to decide the goodness of a product which is known as information overloading [24]. Information overloading influences the decision of the customers in a negative way by producing fewer customer purchases [17, 34, 2]. Although the text mining techniques have been applied to online review analysis, these techniques mainly used for identifying general trends or certain patterns of online consumer reviews instead of solving the individual selection or recommending a specific product or analyzing a particular solution. For example, if one has to buy a mobile phone, some opt for the appearance, or the functions, or for the brand and some customers go for the price that may work as the deciding factor. The majority of the online forums do not consider the preference of the individual customers. Only a few of them have personalized and the product featured reviews. For the users, it is impossible to go through all reviews to extract specific information about a product. To deal with this problem, we have proposed a framework that automates the product aspects extraction process from online customer reviews. This framework is based on a graph-based approach that integrates statistical and semantic information to identify the important aspects of customer review. To illustrate the effectiveness of the proposed approach the experiments have been performed with benchmark data sets. The experimental results show that the proposed method is effective and efficient in comparison to the state of art methods.

The rest of the paper is organized as follows: Section 2 presents the related research on product feature extraction. In section 3 we present the proposed framework for aspect extraction using a graph-based approach. Section 4, contains experiments and analysis. Finally, we conclude the paper with a summary and directions for future work in Section 5.

2. Related Work

Feature extraction plays a vital role in the aspect based review analysis of the products. A lot of studies have been carried out on feature extraction which has achieved directed goals. In the description of the products, mostly nouns and adjective phrases are utilized in the review sentences. Hu and Liu [18] proposed a method based on association rule mining to discover nouns terms with high frequency as features. Popescu and Etzioni [20] proposed an extended version of Hu and Liu [18] method to rank aspect based features with a new measure PMI-IR (Pointwise Mutual Information and Information Retrieval) for semantic resemblances of the features and product aspects. Li et al. [15] proposed an enhanced method based on the extended PMI to increase the efficiency of the feature extraction methods for the review sentences. Long et al. [16] developed a new method that firstly extracts the nouns terms with greater frequency as basic features and after that finds other features based on informative dissimilarity between basic nouns features and other terms.

The experimental study of Scaffidi et al. [28] shows that frequent terms in the product review sentences have a high possibility to be as features. Part–of–Speech tagging is used in frequency-based methods, which has high accuracy. This approach ignores the features, which are less frequent but are important. One of the examples for the same is the features of phones that are quality of sound and power. Thus, only using the frequency-based method is not enough. Zhuang et al. [38] developed a method to extract features for the analysis of movie reviews utilizing four dependency relations occurring with a high frequency known as subject-predicate relations, adjectival modifying relations, relative clause modifying relations, and verb-object relations. Wu et al. [33] proposed another dependency relation-based method by considering nouns terms and verb terms as core features and adjectives related to a particular noun as sentiment terms. Poria et al. [39] proposed a rule-based approach that exploits common-sense knowledge and sentence dependency trees to detect both explicit and implicit aspects.

A method based on the direct and indirect relations has been proposed by Qiu et al. [23] named as a double propagation algorithm (DP). In another work, the DP algorithm has been modified by utilizing the seed opinion lexicon. Another version of the DP algorithm proposed by Zhang and Zhou [14] integrating indirect dependency with comparative constructions for discovering subjective based features.

Zhang et al. [37] shown that apart from a direct relationship there may also exist a Part-whole relationship in the terms of the review sentences. The proposed by Zhang et al. utilizes direct relations and the part-whole relations named phrase pattern, sentence pattern, and “no” pattern to extract features from the review sentences. Another version of the method has been proposed by Su and Lynn [29] which uses only phrase patterns to discover features from the review sentences. The features related to the domain-dependent and independent views have been extracted by a Two-fold rules-based method which is developed by Rana and Cheah [25]. The dependency trees may play a vital role to discover various features from the review sentences. Poria et al. [21] proposed a method to discover features utilizing a dependency parse tree combining with knowledge-based rules. This method can discover features having a lower frequency from the large set of text documents. Feature ranking
may play a vital role in the extraction core set of features from review sentences. Rana & Cheah [40] had proposed a rule-based hybrid approach that exploits sequence pattern and normalized Google distance to extract explicit as well as implicit aspects.

The overall sentiment score of a product cannot be used to filter the candidate features and sentiment terms. The individual feature of a product has a great influence on the decision-making process of the customers. So, it is required to develop automatic tools to rank the different features of a product efficiently. The noun phrases that are associated highly with sentiments terms have a greater possibility to be the core product features. Eirinaki et al. [6] developed a High Adjective Count (HAC) method which calculates an opinion score for noun phrases to select basic features of the products. Yan et al. [35] and Zhang et al. [37] used similar ideas with HITs and Page rank technique to determine the ranking of the core candidate features of the products. In this work, the page rank algorithm has been integrated with candidate pair extraction and filtering for efficient aspect extraction. Gunjan et al. [41] used the graph based semi-supervised learning approach for aspect term classification.

3. Proposed Methodology

The users prefer products based on different aspects of these products. The liking of products based on aspects makes aspect extraction vital components in the sentiment analysis. Aspect extraction is a challenging task due to the existence of various complexity in the review data sets. In this section, we have proposed a graph-based approach that integrates statistical and semantic information to identify the important aspects of customer review. The proposed framework mainly contains three modules namely pre-processing, pattern extraction, and graph-based aspect ranker. Based on the framework, two variants named as graph-based aspect extraction (GBAE) and graph-based aspect extraction with filtering (GBAEF) have been proposed. Section 3.1 contains the detailed description proposed GBAE method and section 3.2 contains the detail of the proposed GBAEF method.

3.1. Proposed GBAE Approach

The proposed model based on the three modules- Preprocessor, Pattern Extractor, and Graph-Based Aspect Ranker. Figure 1 contains the framework of the proposed GBAE approach. The module is the preprocessor which takes set reviews as input and applies necessary pre-processing techniques to produce data sets for further processing. Then after pattern extractor module returns patterns that are (Aspect-Sentiment) word pairs. The next module in the proposed approach is graph-based Aspect ranker which constructs a graph by treating Aspects/Sentiment words as nodes. The edges in the constructed graph represent a relation between aspects and sentiments pairs. Once the graph is constructed aspect based ranker module generates score/weight to the aspects of the graph and sorts these aspects on weights. The top aspects provide the output of our systems. Following are detail description of each module utilized in the GBAE approach:

3.1.1. Preprocessing (Part-of-Speech Tagging and Stemming)

The preprocessor accepts reviews text as input and then apply part of speech (POS) tagging and stemming to input received. The POS tagger module maps each word of the input text file to a particular part of speech like noun, adjective, verb, etc. Stemming is the process of providing the base or stems word for a given set of words. In this work, the software of Stanford has been utilized for POS tagging and stemming [13].

3.1.2. Candidate Pair Extraction

Candidate pair extraction is the first step of the pattern extraction module. In this step, we use a dependency relation-based approach to extracts product aspects based on dependency relations among terms that appeared in review sentences.

![Figure 1. Framework for proposed system graph-based aspect extraction without filtering (GBAE)](image-url)
Various studies in the area of review analysis show that there exist co-relation between feature terms and words related to sentiments. This co-relation may be utilized to extract various product features from review sentences [7]. This approach firstly finds the dependency relations from the review sentences and then extract product aspects from the various dependency relations.

An asymmetric binary association between head/governor and modifier/dependent is known as dependency relation. The dependency syntax explains the structures of the sentences with a set of dependency relations [8]. Figure 2 contains a sentence that has a dependency relation. In the given sentence the head ‘She’ and a modifier ‘looks’ make a dependency relationship ‘nsubj’ and the head ‘very’ and a modifier ‘beautiful’ makes other relationship ‘avdmod’.

A dependency syntax analysis may help to discover the term’s role and dependency relations in a review sentence. Stanford Parser has been utilized in our study to discover features of the candidate product and related sentient term (http://nlp.stanford.edu).

A given sentence may contain various dependency relations but only a few relations have been utilized to discover features of the product review. This study, four types of dependency relations (nsubj: subject-predicate relations, amod: adjectival modifying relations, rcm: relative clause modifying relations and dobj: verb-object relations) have been utilized for the extraction of product features. The example shown in Figure 2 contains two dependency relationships: ‘she’ and ‘looks’ makes the ‘nsubj’ relationship; and ‘very’ and ‘beautiful’ makes the ‘avdmod’ relationship. The proposed method selects only one dependency relationship of ‘nsubj’, like (she, OK) which will act as pairs for candidate feature-sentiment pairs.

In this approach, four dependency relations have been selected from the various dependency relations extracted from the Stanford Parser. These four dependency relations have been utilized to create a set of candidate aspect-sentiment pairs from the given review documents. It can be observed that some irrelevant pair also appears in the extracted aspect-sentiment pair. The filtering approach is therefore required to deal with this problem.

3.1.3. Graph-based Aspect Ranker

In this module, firstly we construct an aspect-sentiment relation network based on extracted aspect-sentiment pairs and then apply the AspectNodeRanking algorithm to rank aspect nodes. This module is divided into two steps namely Graph construction and the AspectNodeRanking algorithm.

3.1.3.1. Graph Construction/Representation

In our proposed method, graph construction is inspired by the page rank algorithm. Page rank is one of the well-known algorithms to rank the websites in a highly effective manner [26,31]. It considers that the ranking of a particular website also depends on the other websites linked by it [9]. The variability of the importance of websites is done by Page Rank. The page rank algorithm provides equal importance to all other websites linked by that website. Let there are N websites, then a vector \( P = (p_1, p_2, \ldots, p_N) \) provides the ranking value of websites. The adjacency relationship among various websites is described by a coefficient matrix \( A \) as follows:

\[
A_{ij} = \begin{cases} 
\frac{1}{O_i} & \text{if } O_i > 0, \ (i, j) \in E \\
\frac{1}{N} & \text{if } O_i = 0
\end{cases}
\]  

(1)

Where \( E \) denotes the set of directional links among various websites; \( O_i \) denotes the number of weblinks to a particular website \( i \). Then, the vector \( P \) can be described as follows:

\[
P = \left( (1 - \alpha) \frac{1}{N} + \alpha A^T \right) P
\]  

(2)

Where \( \alpha \) denotes a damping coefficient. The Page rank measure may be determined by using the power iteration method [10].

In aspect extraction, the aspect term is likely to be a noun or a noun phrase in the product review even if it is modified by multiple adjectives since many tend to use adjectives to describe their views and opinion of the product [6][5]. Similarly, if the adjective is modified as multiple product aspect terms it is likely to be a sentiment. Thus a product aspect and its sentiment word both can be treated as a network node, and modifying relations between the candidate aspect and sentiment words can be treated as network edges. This kind of network is called as an aspect-sentiment relation network.

3.1.3.2. Aspect Node Ranking Algorithm

After graph construction described by the above procedure, the aspect-sentiment relation network and rank of the aspect nodes have been derived. The occurrence of a noun phrase in a review makes a high possibility to be
product aspects. We define the importance \(p(i)\) of a network node \(i\) as follows:

\[
p(i) = (1 - \alpha) H(i) + \alpha \sum_{(j,i) \in E} \frac{p(j)}{O_j}
\]

(3)

where \(\alpha\) denotes a damping coefficient; \(p(j)\) denotes the importance score of the node \(j\); \(O_j\) denotes the number of linked nodes to \(j\), and \(E\) denotes the set of an edge in an aspect-sentiment relation network; \(H(i)\) denotes the frequency occurrence function of node \(i\) and it is defined as:

\[
H(i) = \frac{N \ln f(i)}{\ln \left( \prod_{j=1}^{N} f(j) \right)}
\]

(4)

Where \(N\) denotes the number of nodes in the graph; \(f(i)\) denotes the occurrence frequency of node \(i\) in an entire review corpus. The integration of log function may reduce the high occurrence frequency adverse effect of less relevant term in the node ranking. The vector \(P = (p(1), p(2), p(3), \ldots, p(N))^T\) may be determined by utilizing a power iterative method. After extraction of aspect-sentiment pairs, the aspect-sentiment relation graph will be constructed. The AspectNodeRank scores of each aspect node will be determined by the AspectNodeRank algorithm. The AspectNodeRank scores of aspect nodes greater than a specified threshold will be selected in the product aspect list.

3.2. Proposed GBAFE Approach

In this section, a modified version of the GBSE has been proposed which integrates a filtering criterion in the pattern extraction module. This framework is also based on three modules: Pre-processor, Pattern Extractor, and Graph-Based Aspect Ranker. The framework for the proposed GBAFE approach is shown in Figure 3. In this variant, one sub-module has been added called as filtering module in the pattern extraction module. The working of the proposed GBFE framework will be similar to GBSE except for the filtering sub-module. The added filtering sub-module drop the irrelevant pairs appear in the extracted aspect-sentiment pair. The following sub-section elaborates the working of filtering approach used in the proposed GBAEF framework:

3.2.1. Filtering

Filtering is the sub-module of the pattern extraction module. In this step of the pattern extraction module, we focus on filtering some irrelevant aspects-sentiment pairs from the candidate pairs by using a statistical approach: AS-score. To explain the AS-score measure, it is helpful to first introduce PMI.

Point-wise Mutual Information (PMI)

PMI is the widely used parameter to capture association among different entities. In statistics, PMI captures the mutual dependence of two random variables. PMI has wide applications in many areas like in text mining it is used to capture the occurrence of two words together. PMI can be used to measure the probability association between two words [22]. Let \(X\) and \(Y\) are the two different words in a text document then PMI can be calculated in the following way:

\[
PMI(a, b) = \log \frac{P(a, b)}{P(a) P(b)}
\]

Where \(P(X)\) and \(P(Y)\) are the probability of occurring \(X\) and \(Y\) word in the document, \(P(X, Y)\) is the occurrence of word \(X\) and \(Y\) together in the given document. The probability \(P(X)\), \(P(Y)\), and \(P(X, Y)\) usually calculated by counting the number of times words \(X\) and \(Y\) occurring in the text document with normalization. In the same way, \(P(X, Y)\) is measured by counting co-occurrence \(X\) and \(Y\) in the given text document. The PMI measurement algorithm usually provides optimal value for the large size of the text document.

AS-score

In this approach, we have introduced a new measure named AS-score which is based on PMI. The AS-score
uses both inter-relation information between words and frequency of words to measure the score. It scores each candidate aspect-sentiment pairs with the AS-score metric. The AS-score is defined as follows:

$$AS-Score(x, y) = f(x) \cdot \log_2\left(\frac{f(x, y)}{f(x) \cdot f(y)}\right)$$

Where $x$ denotes the aspect word, $y$ denotes the sentiment word, $f(x)$ denotes the frequency of the review sentences in the text document which contains the aspect word $x$, $f(x, y)$ denotes the number co-occurrence of the aspect word $x$ and sentiment word $y$ for a sentence in the given text document.

Apart from mutual information between an aspect and a sentiment word; the AS-score measure also considers the frequency of each aspect. The integration of add-one smoothing to the measure removes the possibility of being zeros to all co-frequencies. The AS-score measure filters the less relevant candidate aspect-sentiment pairs.

4. Experimental Results

In this section, the experimental results for the proposed model have been discussed. To show the effectiveness of the proposed model, the experimental results have been determined in the first steps, then after a comparative study has been done with benchmark results. The following are the description of the data set, the Design of Experiments, Experimental results, and analysis.

4.1. Dataset Description

To evaluate the performances of the proposed method customer reviews data sets of five products have been utilized [19, 7]. The data set related to electronics products covering various domains namely Canon G3, Apex AD2600 Progressive-scan DVD player, Nikon Coolpix 4300, Creative Labs Nomad Jukebox Zen Xtra 40 GB, and Nokia 6610. These data sets have been widely used in literature to evaluate performances of opinion mining techniques. Table 1 contains the descriptions of the datasets like the number of reviews, number of review sentences, and number manually annotated aspects. The data sets used in the experiments are annotated by human annotators and these annotated product features form gold standards that s why directly used as a reference for each dataset.

4.2. Design of Experiments

The experiments were performed on 5 product review datasets in which each product review dataset contain text review and their aspects. In the experiment, the label aspects have been considered as the benchmark for result evaluation.

The proposed framework based on the three modules-Pre-processor, Pattern Extractor, and Graph-Based Aspect Ranker. The input to preprocessor is the review dataset after preprocessor pattern extractor module returns patterns that are (Aspect-Sentiment) words pairs. Then in the graph-based ranker module, a graph is constructed, where nodes represent Aspects/Sentiment words and edges represents a relation between aspects and sentiments pairs. Once the graph is constructed aspect based ranker module generates score/weight to the aspects of the graph and sorts these aspects based on weights. For the GBAE approach, the experiment without a filtering method has been performed. A filtering approach has been utilized in the GBAEF method for aspect extraction. In the first step, all the aspect-sentiment word pairs have been considered extracted from the dependency parser and then applied graph-based analysis for aspect extraction. The AS-Score have been calculated for all the aspect-sentiment word pairs extracted in the previous step and the threshold value for different data set have been determined through experiment. Based on the threshold value, dependency pairs are filtered out. Now, these dependency pairs have been used for graph-based analysis.

4.3. Experimental Results and Analysis

In this section, the proposed approach has been applied to 5 product review datasets. At the same time, we compare the results of the main steps of the proposed model on the Recall measure. To show the effectiveness of the proposed method, the experimental result has been compared with the state of art methods. In [19] authors have developed an association rule mining based approach named ARM for expect extraction. Wei et al. developed a method named as SPE based on the semantic relationship for the aspect extraction of the product [5].

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Number of reviews</th>
<th>Number of review sentences</th>
<th>Number of manual aspects</th>
<th>Number of Single-word aspect</th>
</tr>
</thead>
<tbody>
<tr>
<td>Canon G3 (D1)</td>
<td>45</td>
<td>597</td>
<td>100</td>
<td>65</td>
</tr>
<tr>
<td>Nikon Coolpix 4300 (D2)</td>
<td>34</td>
<td>346</td>
<td>74</td>
<td>38</td>
</tr>
<tr>
<td>Nokia 6610 (D3)</td>
<td>41</td>
<td>546</td>
<td>109</td>
<td>74</td>
</tr>
<tr>
<td>Creative Labs Nomad Jukebox Zen Xtra (D4)</td>
<td>95</td>
<td>1716</td>
<td>180</td>
<td>120</td>
</tr>
<tr>
<td>Apex AD2600 (D5)</td>
<td>99</td>
<td>740</td>
<td>110</td>
<td>71</td>
</tr>
</tbody>
</table>

Table 1. Summary of customer review dataset
Table 2 contains the experimental results of the proposed method with SPE and ARM techniques for the customer review datasets. The minimum support threshold set as 1% for frequent aspect identification for the ARM and SPE technique. Table 2 shows the recall values for ARM, SPE, Bagheri, GBAE, and GBAEF models for all five datasets. The analysis of the recall values shown in Table 2 indicates that the proposed GBAE method has produced almost 20% for all data sets in comparison to ARM, SPE, and Bagheri models. The analysis also shows that the proposed method GBAEF has produced better recall values for all data sets in comparison to ARM, SPE, and Bagheri models. Further analysis of the experiment shows that the recall value of the GBAE is slightly higher than the GBAEF method. The overall analysis of experimental results shown in Table 2 and Figure 4 indicates that GBAE and GBAEF have the capability to produce better results.

<table>
<thead>
<tr>
<th>Product</th>
<th>ARM</th>
<th>SPE</th>
<th>Bagheri</th>
<th>GBAE</th>
<th>GBAEF</th>
</tr>
</thead>
<tbody>
<tr>
<td>D1</td>
<td>63</td>
<td>75</td>
<td>70.7</td>
<td>95.384615</td>
<td>87.692308</td>
</tr>
<tr>
<td>D2</td>
<td>67.6</td>
<td>75.7</td>
<td>68.6</td>
<td>89.473684</td>
<td>81.578947</td>
</tr>
<tr>
<td>D3</td>
<td>57.8</td>
<td>72.5</td>
<td>71</td>
<td>85.135135</td>
<td>81.081081</td>
</tr>
<tr>
<td>D4</td>
<td>56.1</td>
<td>65</td>
<td>57</td>
<td>87.5</td>
<td>78.333333</td>
</tr>
<tr>
<td>D5</td>
<td>60</td>
<td>70</td>
<td>65</td>
<td>85.915493</td>
<td>81.690141</td>
</tr>
</tbody>
</table>

Table 2. Recall values of the ARM, SPE, Bagheri, GBAE and GBAEF model on Five Data set

![Figure 4. Bar graph for comparative study for recall](image)

Figure 4. Bar graph for comparative study for recall

<table>
<thead>
<tr>
<th>Dataset</th>
<th>No. of Aspects</th>
<th>No. of Nodes</th>
<th>No. of Edges</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>D1</td>
<td>62</td>
<td>942</td>
<td>1042</td>
<td>95.384615</td>
</tr>
<tr>
<td>D2</td>
<td>34</td>
<td>597</td>
<td>603</td>
<td>89.473684</td>
</tr>
<tr>
<td>D3</td>
<td>63</td>
<td>789</td>
<td>754</td>
<td>85.135135</td>
</tr>
<tr>
<td>D4</td>
<td>105</td>
<td>1712</td>
<td>2374</td>
<td>87.5</td>
</tr>
<tr>
<td>D5</td>
<td>61</td>
<td>834</td>
<td>980</td>
<td>85.915493</td>
</tr>
</tbody>
</table>

Table 3. Recall value of the proposed method GBAE

Table 3 contains the experimental results of the proposed method with SPE and ARM techniques for the customer review datasets. The minimum support threshold set as 1% for frequent aspect identification for the ARM and SPE technique. Table 2 shows the recall values for ARM, SPE, Bagheri, GBAE, and GBAEF methods for all five data sets. The analysis of the recall values shown in Table 2 indicates that the proposed GBAE method has produced almost 20% for all data sets in comparison to ARM, SPE, and Bagheri models. The analysis also shows that the proposed method GBAEF has produced better recall values for all data sets in comparison to ARM, SPE, and Bagheri models. Further analysis of the experiment shows that the recall value of the GBAE is slightly higher than the GBAEF method. The overall analysis of experimental results shown in Table 2 and Figure 4 indicates that GBAE and GBAEF have the capability to produce better results.
Table 3 and 4 indicates that for the same data sets when filtering is applied with different threshold value the number of nodes and edges have been reduced with high margin. For example, the numbers of nodes are 942 for the D1 data set with the GBAE method, but after applying the filtering method (GBAEF) with threshold value 0.0003 the number of nodes reduced to 697. Figure 5 indicates a comparative study in the number of edges and nodes for all data sets with filtering and without filtering methods. The experimental results conclude that the proposed approach may achieve the same level of recall values while reducing the number of nodes and edges of the graph.

5. Conclusion

This paper presents a novel graph-based approach to extract aspects from the set of reviews sentences. The method mainly contains three modules named as a preprocessor, pattern extractor, and graph-based aspect ranker. The main contribution has been made into pattern extractor and graph-based aspect ranker modules. The pattern extractor modules use the dependency-based technique to extract products from the preprocessed review documents. A new measure named AS-score to rank features for filtering technique is proposed which selects relevant aspect sentiment pairs. The page rank algorithm has been utilized for graph-based aspect ranking. The experiment results with benchmark data sets show that the proposed approach has the capability to produce better performances in compassion to state of art methods.

### Table 4. Recall for the proposed method GBAEF with AS-score filtering

<table>
<thead>
<tr>
<th>Dataset</th>
<th>AS-score (threshold value)</th>
<th>No. of Aspects</th>
<th>No. of Nodes</th>
<th>No. of Edges</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>D1</td>
<td>0.0003</td>
<td>57</td>
<td>697</td>
<td>865</td>
<td>87.692308</td>
</tr>
<tr>
<td>D2</td>
<td>0.0005</td>
<td>31</td>
<td>461</td>
<td>501</td>
<td>81.578947</td>
</tr>
<tr>
<td>D3</td>
<td>0.0004</td>
<td>60</td>
<td>600</td>
<td>617</td>
<td>81.081081</td>
</tr>
<tr>
<td>D4</td>
<td>0.0003</td>
<td>94</td>
<td>1160</td>
<td>1856</td>
<td>78.333333</td>
</tr>
<tr>
<td>D5</td>
<td>0.0005</td>
<td>58</td>
<td>599</td>
<td>771</td>
<td>81.690141</td>
</tr>
</tbody>
</table>

Figure 5. Bar graph of graph analysis before and after filtering

Table 3 and 4 indicates that for the same data sets when filtering is applied with different threshold value the number of nodes and edges have been reduced with high margin. For example, the numbers of nodes are 942 for the D1 data set with the GBAE method, but after applying the filtering method (GBAEF) with threshold value 0.0003 the number of nodes reduced to 697. Figure 5 indicates a comparative study in the number of edges and nodes for all data sets with filtering and without filtering methods. The experimental results conclude that the proposed approach may achieve the same level of recall values while reducing the number of nodes and edges of the graph.
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