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ABSTRACT: In this paper we focus our studies on LTE, which is a development under 3G technologies Release-8 of the 3GPP Project plan and is considered a baseline and step towards the LTE-Advanced. In orthogonal frequency division multiplexing networks, inter-cell interference results in poor performance, especially universal frequency reuse scheme has already been used. Soft Frequency Reuse (SFR) scheme, one of the most promising inter-cell interference coordination (ICIC) schemes, has been introduced in LTE-Advanced networks. In this paper, we develop an analytical queuing model for the SFR scheme taking into account the features of SFR scheme and its impact on system performance firstly. Then, we improve the iterative algorithm called successive over-relaxation (SOR) to solve the set of linear equations and get the steady state probability distribution. Finally, performance analysis shows that maximum number of resource that cell-edge users can use and the number of cell-edge users correlate with the performance of SFR scheme.
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1. Introduction

3rd Generation Partnership Project (3GPP) is currently in the process of defining Long - Term Evolution (LTE) of 3G, which is considered as the bridge of IMT-2000 system and IMT-Advanced system. In order to improve the LTE system performance in the form of higher bit-rates, lower latencies and a wider array of service offerings, new challenges need to be overcome. A case in point is the issue of the user equipment (UE) power saving, which is an important problem for wireless data transmission since the data bandwidth is significantly limited by the battery capacity [1, 2].

In order to meet the rapidly growing demands on wireless networks to apply data services with higher throughputs and spectrum efficiencies, Orthogonal Frequency Division Multiplexing (OFDM) has to be introduced into 4G LTE-Advanced networks. Other advanced technologies also have been developed for better utilization of radio spectrum, including adaptive modulation and coding, hybrid automatic repeat request, fast channelaware scheduling and multiple input multiple-output techniques. Because of technologies aforementioned, Intra-cell interference is successfully cancelled in the 4G networks that allow to utilize a Frequency Reuse Factor (FRF) of one or as close to FRF = 1 as is practical. FRF = 1 implies that all available time-frequency resource blocks (RBs) can be used simultaneously in a cell. As a result, the bulk of interference problems which the interference originates from the neighboring cell called inter-cell interference (ICI) are emerged, especially at the cell-edge region. In a multi-cellular networks, ICI occurs when adjoining cells use the same RBs to different users.
There are three main approaches to mitigate ICI, including inter-cell interference randomization, inter-cell interference cancellation and inter-cell interference coordination (ICIC). Considering the performance and the complexity of ICI mitigation schemes, ICIC is considered as the most promising proposal in 4G networks [1]. Recently, some ICIC proposals from Ericsson [2], Siemens [3], Alcatel [4] and Huawei [5] have already been discussed in 3GPP WG1 meeting. Among them, Soft Frequency Reuse (SFR) scheme from Huawei is accepted as an important technical report. From results in reference [5], the smaller FRF corresponds to more available RBs for each cell and lower Signal to Interference plus Noise Ratio (SINR) due to ICI. On the contrary, larger FRF corresponds to less available RBs and higher SINR. To improve the mechanism that eliminate ICI and increase SINR at the cost of spectrum efficiency aforesaid, the SFR scheme divides the available RBs into two parts: cell-edge RBs and cell-center RBs. All of users within each cell are also divided into two groups which based on the SINR: cell-edge users and cell-center users. Mentality of designing SFR scheme can be seen from Figure 1. Cell-edge users are confined to cell-edge RBs while cell-center users can be access to the cell-center RBs and can also be access to the cell-edge RBs but with less priority than cell-edge users. It means that cell-center users can use cell-edge RBs only when there are remaining available cell-edge RBs.

Naturally, the shortcomings of SFR scheme bring enthusiasm to improve it from different aspects. X.Zhang has suggested an improved SFR scheme named Softer Frequency Reuse (SerFR) scheme [6]. In SerFR scheme, the cell-edge users have access to all of RBs by using proportional fairness scheduling algorithm to increasing the cell-edge user’s throughput. X.Mao has proposed Cell-edge Bandwidth Breathing Scheme (CEBS) that simply control the allocation of the cell-edge RBs by referring to the each cell traffic load [7]. Considering multi-service requirement, W.Wang has developed SFR scheme at the point of QoS and distribution [8].

No one resolves the essential problem that ICI results in the shortage of system resource. One of the mathematical models called queuing model [17] can be able to reflect utilization of system resource efficiently. A useful queuing model both represents a real-life system with sufficient accuracy and is analytically tractable. In this paper, we first propose a proper queuing model to analyze the soft frequency reuse scheme and the impact due to ICI. Then, an improved iterative algorithm is used to solve the set of linear equations and acquire the steady state probability distribution. Finally, we successfully prove that the number of cell-edge RBs can be used to adjusting the performance of SFR scheme, so does the number of cell-edge users.

The remainder of this paper is outlined as follows. In section 2, we present system model for SFR scheme and performance formulations. Combined with features of queue model of the SFR scheme, we use an improved iterative algorithm to get the steady state probability in section 3. Analytical results and analysis are presented in section 4 and concluding remarks are drawn in section 5.

Figure 1. Schematic diagram of various traffic channel ICIC solutions, showing ICIC in frequency domain (left) and ICIC in frequency and power domains (right)
2. Network Architecture

The core network of the LTE-Advanced system is separated into many parts. Figure 1 shows how each component in the LTE-Advanced network is connected to one another [12-14]. NodeB in 3G system was replaced by evolved NodeB (eNB), which is a combination of NodeB and radio network controller (RNC). The eNB communicates with User Equipments (UE’s) and can serve one or several cells at one time. Home eNB (HeNB) is also considered to serve a femtocell that covers a small indoor area. The evolved packet core (EPC) comprises of the following four components. The serving gateway (S-GW) is responsible for routing and forwarding packets between UE’s and packet data network (PDN) and charging.

In addition, it serves as a mobility anchor point for handover. The mobility management entity (MME) manages UE access and mobility, and establishes the bearer path for UE’s. Packet data network gateway (PDN GW) is a gateway to the PDN, and policy and charging rules function (PCRF) manages policy and charging rules.

3. Model Description and Performance Formulation

3.1 Basic Assumption

1) The basic resource element considered in this paper is the Physical Resource Bloc (PRB) which spans both frequency and time dimensions [9]. The scheduler in eNodeB in the cell allocates each PRB only to one user every time.

2) We have not considered improvement in system performance by adjusting the transmission power spectrum density ratio of cell-center region to cell-edge region in this paper, because further discussion has already existed in Huawei’s proposal.

3) We set α as the ratio of cell-edge PRBs to the total number of PRBs each cell. Let N denote the total number in a cell. Cell-edge users can use the maximum number of PRBs with $L = \alpha N$ called cell-edge PRBs. We introduce another equation that means cell-center users can use the minimum number of PRBs with (1) $M = (1 - \alpha) N$ called cell-center PRBs.

4) We model the arrival process of new calls to the network as a Markov Modulated Poisson Process (MMPP). The arrival rate of calls into the network is governed by an underlying Markov chain such that when this Markov chain is in state $s$, new calls arrive into cell $i$ according to a Poisson process with rate $\lambda_{ij}$. The holding time of a call arriving in cell $i$ is exponential with rate $\frac{1}{\mu_i}$ ($i = e$ (edge) or $i = c$ (center)).

The MMPP allow us to capture correlation between arrivals into a single cell, and in the case of a multi-cell network, to capture correlation in space, that is correlation between arrivals to different cells, as well.
5) Users are distributed uniformly in a cell. A new call follows an MMPP process. In last section, we divide users into cell-edge users and cell-center users by SINR. The distance between users to eNodeB in a cell is the only determining factor to SINR when we have not considered shadow loss and the fast fading loss. The target cell can be modeled by two queues with the mean arrival rates in state \( s \) \( \lambda_{c,s} = \beta_c \lambda_s \) and \( \lambda_{e,s} = \beta_e \lambda_s \), respectively. \( \beta_c \) represents the ratio of cell center area to the whole cell area, while \( \beta_e \) represents the ratio of cell-edge area to the whole cell area.

6) A cell-edge user may be blocked or denied access if there are no available cell-edge PRBs in target cell. A there are no more cell-center PRBs or cell-edge PRBs in target cell. System may force the cell-center call which has already connected to the networks to be terminated if the cell-center call has occupied cell-edge PRBs and a new cell-edge user initialized a new call simultaneously.

3.2 Markov Modulated Poisson Process (MMPP)
The Markov-modulated Poisson process (MMPP) has been extensively used for modeling these processes, because it qualitatively models the time-varying arrival rate and captures some of the important correlations between the inter-arrival times while still remaining analytically tractable [11, 12, 13, 14, 15, 16].

The MMPP is the doubly stochastic Poisson process whose arrival rate is given by \( \lambda[S(t)] \), where \( S(t) = I \geq 0 \), is an \( S \)-state irreducible Markov process. Equivalently, a Markov-modulated Poisson process can be constructed by varying the arrival rate of a Poisson process according to an \( S \)-state irreducible continuous time Markov chain which is independent of the arrival process. When the Markov chain is in state \( s \), arrivals occur according to a Poisson process of rate \( \lambda_s \). The MMPP is parameterized by the \( S \)-state continuous-time Markov chain with infinitesimal generator \( Q_{MMPP} \) and the \( S \) Poisson arrival rates \( \lambda_1, \lambda_2, \ldots, \lambda_S \). We use the notation.

\[
Q_{MMPP} = \begin{pmatrix}
-q_1 & q_{12} & \cdots & q_{1S} \\
q_{21} & -q_2 & \cdots & q_{2S} \\
\vdots & \vdots & \ddots & \vdots \\
q_{S1} & q_{S2} & \cdots & -q_s
\end{pmatrix},
\]

\[
\Lambda = diag(\lambda_1, \lambda_2, \ldots, \lambda_S), \lambda = (\lambda_1, \lambda_2, \ldots, \lambda_S)^T
\]

In the following, this MMPP is assumed to be homogeneous, i.e., \( Q_{MMPP} \) and \( \Lambda \) do not depend on the time \( t \). The steady-state vector of the Markov chain is \( \pi_{MMPP} \) such that

\[
\pi_{MMPP} Q_{MMPP} = 0, \pi_{MMPP} e = 1,
\]

where \( e = (1, 1, \ldots, 1)^T \) is the column vector length \( m \).

In the 2-state case \( \pi_{MMPP} \) is given by

\[
\pi_{MMPP} = \frac{1}{q_1 + q_2} \begin{pmatrix}
q_2 \\
q_1
\end{pmatrix}
\]

3.3. Mathematical Model
Let \( S(t) \) be the underlying Markov chain that governs the arrival rates, with state space \( \{1, 2, \ldots, S\} \). The state of the system is described by the process \( X(t) = S(t), N_c(t), N_e(t) \) where \( N_c(t) \) is the number of PRBs in cell center at time \( t \) and \( N_e(t) \) is the number of PRBs in cell edge. The state space of this system is

\[
\Omega = \{(s, i, j) / 0 \leq s \leq S, 0 \leq i \leq N, 0 \leq j \leq L, i + j \leq N\}
\]

where \( N \) is the total number of PRBs in cell center. Such a multidimensional continuous time Markov chain does not have a product-form solution.
Figure 2 shows the transition diagram of the queuing model for a cell in SFR scheme. It can be seen that the cell is characterized as a three-dimensional Markov chain. The horizontal axis represents the number of PRBs used by the cell-center, and the vertical axis represents the number of PRBs used by the cell-edge.
Let \( \pi (s, i, j) \) be the steady state probability distribution for a valid state \((s, i, j) \in \Omega \). On the basis of the transit diagram, we introduce the set of global balance equations as follows (see appendix C).

### 3.4 Performance formulation

Cell blocking probability and cell outage probability are the most important performance metrics in LTE-Advanced networks. We define \( \Gamma_{blcok, c} \) and \( \Gamma_{blcok, e} \) as the subsets of states where a new arriving cell-center user and a cell-edge user are blocked, respectively. We also define \( \Gamma_{outage} \) as the subset of states where system forces to terminate the holding call. Then, the cell blocking probability is calculated as:

\[
P_{blcok} = \sum_{(s, i, j) \in \Gamma_{blcok, c}} \beta_c \pi (s, i, j) + \sum_{(s, i, j) \in \Gamma_{blcok, e}} \beta_e \pi (s, i, j)
\]

The cell outage probability is given by:

\[
P_{outage} = \sum_{(s, i, j) \in \Gamma_{outage}} \beta_e \pi (s, i, j)
\]

### 4. Algorithm implementation

In this section, we design steps to solve the set of linear equations applying an iterative method called successive over-relaxation (SOR) algorithm [10]. In numerical linear algebra, the method of SOR is a variant of the Gauss-Seidel method, resulting in fast convergence. Let \( w \) denote the relaxation factor to control the speed of convergence. For simplicity but without loss of generality, the service rate of a cell-edge user equals to the service rate of a cell-center user in our study. Before we show the steps in detail, we need to calculate the SOR equations which are a variant of global balance equations first.

#### 4.1 Successive over-relaxation method

Gauss-Seidel method uses updates information immediately and converges more quickly than the Jacobi method. In some large systems of equations the Gauss-Seidel method converges at a very slow rate. Many techniques have been developed in order to improve the convergence of the Gauss-Seidel method. Perhaps one of the simplest and widely used methods is successive over-relaxation (SOR). A useful modification to the Gauss-Seidel method is defined by the iterative scheme.

\[
x_i^{(k+1)} = (1 - w) x_i^{(k)} + \frac{w}{a_{ii}} \left[ b_i + \sum_{j=1}^{i-1} a_{ij} x_j^{(k) + 1} + \sum_{j=i+1}^{n} a_{ij} x_j^{(k)} \right] i = 1, 2, ..., k = 1, 2,....
\]

or, it can be written as

\[
x_i^{(k+1)} = x_i^{(k)} + \frac{W}{a_{ii}} \left[ b_i + \sum_{j=1}^{i-1} a_{ij} x_j^{(k) + 1} + \sum_{j=i+1}^{n} a_{ij} x_j^{(k)} \right] i = 1, 2, ..., k = 1, 2,....
\]

The matrix form of the SOR method can be represented by

\[
x^{(k+1)} = (D + wL)^{-1} [(1 - w)D + wU] x^{(k)} + w (D - wL)^{-1} b,
\]

which is equivalent to

\[
x^{(k+1)} = T_w x^{(k)} + c
\]

where

\[
T_w = (D + wL)^{-1} [(1 - w)D + wU] \text{ and } c = w (D - wL)^{-1} b,
\]

are called the SOR iteration matrix and the vector, respectively. The quantity \( w \) is called the relaxation factor. It can be formally proved that convergence can be obtained for values of \( w \) in the large \( 0 < w < 2 \). For \( w = 1 \), the SOR method (1) is simply the Gauss-Seidel method. The methods involving (1) are called relaxation methods. For choices the \( 0 < w < 1 \), the procedures are called under-relaxation methods and can be used to obtain
Successive over-relaxation algorithm

Chose an initial guess $x^{(0)}$ to the solution

\begin{verbatim}
for $k := 1$ step 1 until convergence do
  for $i := 1$ step until $n$ do
    $\sigma = 0$
    for $j := 1$ step until $i - 1$ do
      $\sigma = \sigma + a_{ij} x_j^{(k)}$
      end ($j$-loop)
    for $j := i + 1$ step until $n$ do
      $\sigma = \sigma + a_{ij} x_j^{(k-1)}$
    end ($j$-loop)
  $\sigma = (b_i - \sigma) / a_{ii}$
  $x_i^{(k+1)} = x_i^{(k-1)} + w (\sigma - x_i^{(k-1)})$
  end ($i$-loop)
check if convergence is reached
end ($k$-loop)
\end{verbatim}

the convergence of some systems that are not convergent by the Gauss-Seidel method. For choices $1 < w < 2$, the procedures are called over-relaxation methods, which can be used to accelerate the convergence for systems that are convergent by the Gauss-Seidel method. The SOR methods are particularly useful for solving linear systems that occur in the numerical solutions of certain partial differential equations.

4.2 SOR Algorithm Equations

We need to calculate the following equations in sequence, because current system states transmit from former system states.

5. Numerical Analysis

Using Matlab software, we evaluate and display the performance of SFR scheme via our queuing model. We take seven-cell hexagonal layout with omnidirectional antennas at the center of each cell. There are 48 available PRBs in each cell (denoted by $N = 48$). Let alpha denote the ratio of cell-edge PRBs to the total number of PRBs each cell as $\alpha$. Let beta denote the ratio of cell-edge area to the whole cell area as $\beta$ aforesaid. A holding user follows an Exponent distribution with the mean service period of 90 seconds.

5.1 Impact of Arrival rate and Beta on Performance Metrics

Figure 2 shows the cell blocking probability for different beta considered in this paper when alpha = 4/12 = 1/3. It is observed that cell blocking probability for each beta increases as arrive rate of calls increases. With a higher arrival rate of calls; more calls will be blocked because of shortage of valid PRBs in the cell. It is necessary to take Huawei’s proposal as reference, where one-third of total PRBs is allocated to the cell-edge users (denoted by alpha = 1/3) and cell-edge area is half of the whole cell area (denoted by beta = 1/2). The arrival rate of cell edge users is equal to the arrival rate of cell center users when beta = 1/2. As a consequent, cell blocking probability when beta = 6/12 = 1/2 is higher than the probability when beta = 5/12, 4/12, 3/12 and 2/12 from Figure 2. We can also discover that the difficulty of improving the cell blocking probability arises as beta decreases until the improvement can not be made.

However, cell blocking probability is not the only determining factor in LTE-Advanced system, while outage probability is also an important factor. We plot in Figure 3 the outage probability for different beta, function of the arrive rate of calls. With beta increasing, the outage probability is decreasing rapidly. We can see that the outage probability is lower than beta = 5/12, 1/3, 1/4 and 1/6 in Figure 3 when beta = 1/2. So the compromise between cell blocking probability and outage probability must
be found with further discussion.

5.2 Impact of arrival rate and alpha on performance metrics

Figure 4 shows the cell blocking probability for different alpha considered in this paper when beta = 1/3. We can discover that

Figure 2. Cell blocking probability vs. arrival rate

Figure 3. Cell outage probability vs. arrival rate
higher alpha brings lower cell blocking probability in Figure 4 and higher outage probability in Figure 5. Considered the compromise between the cell blocking probability and the outage probability in last comparison, we assign 1/3 to beta and 1/3 to alpha as the best alternatives.
6. Conclusion

In this paper, we have investigated Soft Frequency Reuse (SFR) scheme in forthcoming cellular system called LTE-Advanced networks. First, we have derived the performance metrics (cell blocking probability and cell outage probability) using queuing model. Then we devise the iterative algorithm to calculate the set of global balance equations and acquire the proper steady states probability distribution. Finally, our analytical results for SFR scheme shows that we can modify the performance of LTE-Advanced networks by adjusting the maximum number of resource that cell-edge users can use and the number of cell-edge users.

Appendix A

We introduce the set of global balance equations as follows:

For \( s, s' = 1, \ldots, S \), we have:

For \( i = 0 \) and \( j = 0 \)

\[
(\lambda_{c,s} + \lambda_{c,s} + q_{ss}) \pi(s, 0, 0) + (q_{ss} \pi(s', 0, 0) + \mu_c \pi(s, 1, 0) + \mu_e \pi(s, 0, 1))
\]  

(A.1)

For \( i = 0 \) and \( j = L \)

\[
(L \mu_c + L \mu_c + q_{ss}) \pi(s, 0, L) = (q_{ss} \pi(s', 0, L) + \mu_c \pi(s, 1, L) + \lambda_{c,s} \pi(s, 0, L-1))
\]  

(A.2)

For \( i = M \) and \( j = L \)

\[
(L \mu_c + L \mu_c + q_{ss}) \pi(s, M, L) = (q_{ss} \pi(s', M, L) + \lambda_{c,s} \pi(s, M-1, L) + \pi(s, M+1, L-1))
\]  

(A.3)

For \( 0 \leq i < N; j = 0 \)

\[
(i \mu_c + \lambda_{c,s} + q_{ss}) \pi(s, i, 0) = (q_{ss} \pi(s', i, 0) + (i+1) \mu_c \pi(s, i+1, 0) + \mu_e \pi(s, i, 1) + \lambda_{c,s} \pi(s, i, -1, 0))
\]  

(A.4)

For \( 0 \leq i < N; 1 \leq j < L \)

\[
(i \mu_c + \lambda_{c,s} + i \mu_c + q_{ss}) \pi(s, i, j) = (q_{ss} \pi(s', i, j) + (i+1) \mu_c \pi(s, i+1, j) + \mu_e \pi(s, i, j-1) + \lambda_{c,s} \pi(s, i, -1, j))
\]  

(A.5)

For \( 1 \leq i < M; j = L \)

\[
(L \mu_c + \lambda_{c,s} + i \mu_c + q_{ss}) \pi(s, i, L) = q_{ss} \pi(s', i, L) + (i+1) \mu_c \pi(s, i+1, L) + \mu_e \pi(s, i, L-1) + \lambda_{c,s} \pi(s, i-1, L)
\]  

(A.6)

For \( M < i < N; i + j = N \)

\[
(i \mu_c + \lambda_{c,s} + i \mu_c + q_{ss}) \pi(s, i, j) = (q_{ss} \pi(s', i, j) + \lambda_{c,s} \pi(s, i-1, j) + \lambda_{c,s} \pi(s, i+1, j-1) + \pi(s, i, j-1))
\]  

(A.7)

In addition, the summation of all steady state probabilities satisfies the normalization constraint, such that

\[
\sum_{s, i, j \in \Omega} \pi(s, i, j) = 1
\]  

(A.10)

Appendix B

We introduce the set of global balance equations as follows:

For \( s, s' = 1, \ldots, S \), we have:

For \( i = 0 \) and \( j = 0 \)
\[ \pi^k(s, 0, 0) = (1 - w) \pi^{k-1}(s, 0, 0) + \frac{w}{(\lambda_{c,s} + \lambda_{e,s} + q_{ss})} [q_{ss} \pi^{k-1}(s', 0, 0) + \mu c \pi^{k-1}(s, 1, 0) + \mu e \pi^{k-1}(s, 0, 1)] \] (B.1)

For \( i = 0 \) and \( j = L \)
\[ \pi^k(s, 0, L) = (1 - w) \pi^{k-1}(s, 0, L) + \frac{w}{(L \mu e + \lambda_{e,s} + q_{ss})} [q_{ss} \pi^{k-1}(s', 0, 0) + \mu c \pi^{k-1}(s, 1, L) + \lambda_{e,s} \pi^k(s, 0, L - 1)] \] (B.2)

For \( i = M \) and \( j = L \)
\[ \pi^k(s, M, L) = (1 - w) \pi^{k-1}(s, M, L) + \frac{w}{(M \mu e + \mu e + q_{ss})} [q_{ss} \pi^{k-1}(s', M, L) + \lambda_{c,s} \pi^k(s, M - 1, L) + \lambda_{e,s} \pi^k(s, M, L - 1) + \pi^k(s, M + 1, L - 1)] \] (B.3)

For \( i = N \) and \( j = 0 \)
\[ \pi^k(s, N, 0) = (1 - w) \pi^{k-1}(s, N, 0) + \frac{w}{(N \mu e + \lambda_{e,s} + q_{ss})} [q_{ss} \pi^{k-1}(s', N, 0) + \lambda_{c,s} \pi^k(s, N - 1, 0)] \] (B.4)

For state \( 1 \leq i < N ; j = 0 \)
\[ \pi^k(s, i, 0) = (1 - w) \pi^{k-1}(s, i, 0) + \frac{w}{(i \mu e + \lambda_{e,s} + q_{ss})} [q_{ss} \pi^{k-1}(s', i, 0) + (i + 1) \mu c \pi^{k-1}(s, i + 1, 0) + \mu e \pi^{k-1}(s, i, 1)] \] (B.5)

For state \( i = 0 ; 1 \leq j < L \)
\[ \pi^k(s, 0, j) = (1 - w) \pi^{k-1}(s, 0, j) + \frac{w}{(j \mu e + \lambda_{e,s} + q_{ss})} [q_{ss} \pi^{k-1}(s', 0, j) + (j + 1) \mu c \pi^{k-1}(s, 0, j + 1) + \lambda_{e,s} \pi^k(s, 0, j - 1)] \] (B.6)

For state \( 1 \leq i < M ; j = L \)
\[ \pi^k(s, i, L) = (1 - w) \pi^{k-1}(s, i, L) + \frac{w}{(L \mu e + \lambda_{e,s} + i \mu e + q_{ss})} [q_{ss} \pi^{k-1}(s', i, L) + (i + 1) \mu c \pi^{k-1}(s, i + 1, L) + \lambda_{e,s} \pi^k(s, i, L - 1) + \pi^k(s, i, L - 1)] \] (B.7)

For state \( M \leq i < N ; j = N \)
\[ \pi^k(s, i, j) = (1 - w) \pi^{k-1}(s, i, j) + \frac{w}{(j \mu e + \lambda_{e,s} + i \mu e + q_{ss})} [q_{ss} \pi^{k-1}(s', i, j) + \lambda_{c,s} \pi^k(s, i - 1, j) + \lambda_{e,s} \pi^k(s, i, j - 1) + \pi^k(s, i, j - 1)] \] (B.8)

For \( 1 \leq i < N ; 1 \leq j < L ; i + j < N \)
\[ \pi^k(s, i, j) = (1 - w) \pi^{k-1}(s, i, j) + \frac{w}{(j \mu e + \lambda_{e,s} + i \mu e + q_{ss})} [q_{ss} \pi^{k-1}(s', i, j) + \lambda_{c,s} \pi^k(s, i - 1, j) + \lambda_{e,s} \pi^k(s, i, j - 1) + \mu e \pi^{k-1}(s, i, j + 1) + (i + 1) \mu c \pi^{k-1}(s, i + 1, j)] \] (B.9)

To simplify.

For \( s, s' = 1, \ldots, S \), we have:

For \( i = 0 \) and \( j = 0 \)
\[ \pi^k(s, 0, 0) = (1 - w) \pi^{k-1}(s, 0, 0) + \frac{w}{(\Pi_s + q_{ss})} [q_{ss} \pi^{k-1}(s', 0, 0) + \mu(\pi^{k-1}(s, 1, 0) + \pi^{k-1}(s, 0, 1))] \] (B.10)

For \( i = 0 \) and \( j = L \)
\[ \pi^k(s, 0, L) = (1 - w) \pi^{k-1}(s, 0, L) + \frac{w}{(L \mu + \Pi_s + q_{ss})} [q_{ss} \pi^{k-1}(s', 0, L) + \mu \pi^{k-1}(s, 1, L) + \Pi_s \pi^{k}(s, 0, L - 1)] \] (B.11)

For \( i = M \) and \( j = L \)
\[ \pi^k(s, M, L) = (1 - w) \pi^{k-1}(s, M, L) + \frac{w}{(2L\mu + q_{ss})} [q_{ss} \pi^{k-1}(s', M, L) + \beta_c \lambda_y \pi^k(s, M - 1, L) + \beta_c \lambda_y \pi^k(s, M, L - 1) + \pi^k(s, M + 1, L - 1)] \]  
\text{For } i = N \text{ and } j = 0

\[ \pi^k(s, N, 0) = (1 - w) \pi^{k-1}(s, N, 0) + \frac{w}{(N\mu + \beta_c \lambda_y + q_{ss})} [q_{ss} \pi^{k-1}(s', N, 0) + \beta_c \lambda_y \pi^k(s, N - 1, 0)] \]  
\text{For } 0 \leq i < N; j = 0

\[ \pi^k(s, i, 0) = (1 - w) \pi^{k-1}(s, i, 0) + \frac{w}{(i\mu + \lambda_y + q_{ss})} [q_{ss} \pi^{k-1}(s', i, 0) + \mu(i + 1) \pi^{k-1}(s, i + 1, 0) + \pi^k(s, i, 1) + \beta_c \lambda_y \pi^k(s, i - 1, 0)] \]  
\text{For } i = 0; 0 \leq j < L

\[ \pi^k(s, 0, j) = (1 - w) \pi^{k-1}(s, 0, j) + \frac{w}{(j\mu + \lambda_y + q_{ss})} [q_{ss} \pi^{k-1}(s', 0, j) + \mu(j + 1) \pi^{k-1}(s, 0, j + 1) + \pi^k(s, 1, j) + \beta_c \lambda_y \pi^k(s, 0, j - 1)] \]  
\text{For } 1 \leq i < M; j = L

\[ \pi^k(s, i, L) = (1 - w) \pi^{k-1}(s, i, L) + \frac{w}{(i + L)\mu + \beta_c \lambda_y + q_{ss})} [q_{ss} \pi^{k-1}(s', i, L) + \mu(i + 1) \pi^{k-1}(s, i + 1, L) + \beta_c \lambda_y \pi^k(s, i, L - 1) + \beta_c \lambda_y \pi^k(s, i - 1, L)] \]  
\text{For } M < i < N; i + j = N

\[ \pi^k(s, i, j) = (1 - w) \pi^{k-1}(s, i, j) + \frac{w}{(N\mu + \beta_c \lambda_y + q_{ss})} [q_{ss} \pi^{k-1}(s', i, j) + \beta_c \lambda_y \pi^k(s, i - 1, j) + \beta_c \lambda_y \pi^k(s, i + 1, j - 1) + \pi^k(s, i, j - 1)] \]  
\text{For } 1 \leq i < N; 1 \leq j < L; i + j = N

\[ \pi^k(s, i, j) = (1 - w) \pi^{k-1}(s, i, j) + \frac{w}{(i + j)\mu + \lambda_y + q_{ss})} [q_{ss} \pi^{k-1}(s', i, j) + \beta_c \lambda_y \pi^k(s, i - 1, j) + \beta_c \lambda_y \pi^k(s, i, j - 1) + \mu((j + 1) \pi^{k-1}(s, i, j + 1) + (i + 1) \pi^{k-1}(s, i + 1, j))] \]  
\text{For } 1 \leq i < N; 1 \leq j < L; i + j = N
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