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ABSTRACT: Recommender system is a system that helps users to find interesting items. Actually, collaborative filtering
technology is one of the most successful techniques in recommender system. In this article we propose two new approaches
based on the co-clustering and co-dissimilarity between users. In theliterature, wefind a lot of approaches ableto recommend
itemsto the user. Aiming to offer alist of interesting items, we use a hybrid approach of collaborative filtering that performs
better than others. Our collaborative filtering approach is partitioned in two steps, the first based a bond energy algorithm
(BEA), it's one of group technology algorithm, its objective is realized the co-clustering or simultaneous clustering. The
second is recommendation based on the graph theory, when we propose the use of kruskal algorithm; this one gives us a
spanning tree with minimumweight from a connected graph. We define a group of criteria that help to determine the best items
to recommend without computing the rating prediction.
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1. Introduction

With the enormousinformation that existsin theweb [1,2,3], recommendation systems offers usersrel evant information that will
satisfy them and answer their real needs. As Stated, the recommendation system isasystem that collects, filters, and recommends
information. Automated CF isatechniquethat reducesinformation overload. According to [4], (CF) algorithms can be grouped
into memory-based and model -based approaches. The collaborativefiltering algorithm isconsidered as one of the most successful
and widely used technical recommendation in the e-commerce recommendation system. A technique that recommends an item
to auser based on users' interests, while trying not to disturb him too much.

Therearetwo types of collaborativefiltering algorithms: user-based and item-based collaborativefiltering [5]. Both of them use
the rating which represents the evaluation of the user on an item, and they rarely introduce hybrid approach. During the two
latest decades, there are many advances in recommender systems research. An extensive review of the different approaches
used in recommender systemsis presented in [5,6]. CF still requiresimprovement to make good recommendations, in order to
solve its shortcoming, such as sparsity, scalability.
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Aiming this, we attempt in this paper to present two new approaches. Thefirst one concernsthe use of ‘ Bond Energy Algorithm
(BEA)'. [McCormick et al. 1972], where one algorithm of group technology that performsthe co-clustering, clustering of rows
and also of columns, to find the communities, and the second one present our solution to perform the best recommendation with
Kruskal algorithm.

We use graph theory to predict the user future preferences without the need of computing the rating prediction. First, we form
two matrices of dissimilarity items/items and users/users. The proposed approach is based on aKruskal algorithm and the graph
theory. The Kruskal algorithm allows usto find a spanning tree with minimum weight through a connected weighted graph. The
proposed CF algorithm provides adirect way to calculate the recommendation . Thisisdueto thefact of taking into account the
use of the graph theory and the co-similarity to recommend alist of the best items.

Therest of the paper is structured as follows: Section 2 presents related works; Section 3 presents the proposed approachesin
detail. Section 4includes dataset description and metrics, and finally we concludein section 5.

2. Related Work

CF attemptsto predict the rating of an item for a particular user based on how other users have previously given a note on the
same item and recommended itemsthey liked. According to [ 7], The CF can be classified into approaches memory-based and
model-based. On the one hand, memory based algorithms exercise recommendations based on the entire collection of items
previously rated by the users based on thetotality of therating matrix [8]. Asan explanation, they use somekind of measurement
aggregation, taking into account the ratings of other users, as being similar to a given item. Many similarity measures and a
variety of aggregation criteriacan occur in different models. On the other hand, in the model s based algorithms, predictionsare
made by constructing amodel. Finally, thismodel isthen used for the recommendation. In this case, predictions are not based
on ad hoc heuristics, but rather on amodel |earned from the underlying data using statistical techniques and machine learning.

Collaborative filtering generates personalized recommendations by aggregating the experiences of similar usersin the system.
One key aspect of collaborative filtering is the identification of consumers or users similar to the one which needs a
recommendation. Cluster models, Bayesian Network model s, and specialized association-rule algorithms, among other techniques,
have been used for thisidentification purpose[9]. Based on similar consumers or neighbors, methods such as the most frequent
item approach [10] can then be used to generate recommendations.

During the two last decades, there have been many advances in recommender systems research. An extensive review of the
different approaches used in recommender systems is presented in [11].CF still requires improvement to make good
recommendations, in order to solve its shortcomings such as sparsity, scalability, and cold start problem.

There are many unsolved problemsin CF, one of them, the cold start of auser , in which situation , thereis no information about
this take, and recommendation seems to be impossible. To solve this problem, many works presented like NMF (nonnegative
matrix factorization) k-means or other clustering algorithm. These ones explain methods to perform clustering and as result
giving the communities. In [15], we find several definitions giving and some of them based in graph theory.

The second problem concerns anew element that has not been previously noted, this one cannot be recommended by users. On
the other hand, sparsity, where the number of ratings specified the limited number of recommendationsfor the user whosetastes
are unusual compared to the rest of the population.

To overcome the weaknesses of memory-based techniques, aline of research has focused on model-based techniques with the
aim of seeking fore accurate. Based on ratings, these techniques are applied on both users and items, giving a new way to
identify the neighborhood, instead of the use of the entire database.

A typical CF agorithm proceedsin three phases: calculating the similarity sim(i,j) between active user/item i and user/item |,
neighborhood formation by selection thek similar users/items. Finally, we generate thetop N items by weighted average of all
the ratings of users/items in the neighborhood.

After the similarity computation, CF algorithms have to select the most similar usersfor the active user. Thisisanimportant step
since the recommendations are generated using the ratings of neighbors and therefore neighborhood has an impact on the
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recommendation quality. Among the strategiesthat are remarkablein theliterature for the selection of neighbors. According to
[12] thereisbaseline strategy, baseline strategy with overlap threshold, similarity strategy that select the top nearest-neighbors
purely according to their similaritieswith the active user. The combination of these strategiesis preferable, but it could decrease
the performance of the algorithms.

Animportant recent trend in information processing and organi zation of dataand modeling many types of relationshipsand the
dynamic processes in social systems is the use of graphs for two reasons. First, a graph or network-based model is easy to
interpret and providesanatural and general framework for many different types of applicationsincluding recommender systems.
Second, arich set of graph-based algorithms is readily applicable when the recommendation task is formulated as a graph-
theoretic problem. Typically the SR which is represented as a bipartite graph contains two sets of vertices: sets of users and
other resources.

Below we briefly survey three representative graph-based approachesthat explore rel ationshipsto improve the recommendations.
For exampl e, there are researchers who considered the problem of predicting links asaproblem of machinelearning [13]. They
showed that taking the nature of the bipartite graph can improve the performance of forecasting models; it is obtained by
projecting the bipartite graph to agraph unimodal and introducing new variants of topol ogical measuresto measure probability
of two nodes to be connected. There are others in [14] who proposed an approach for smoothing votes. Thisis an algorithm
based on a graph of resources. While every vote given by a user with a set of resources, must be sufficiently less.

Therefore, a coefficient of Smoothness is cal culated based on a graph of resources while respecting the intrinsic structure of
resources. This method can explore the geometric information of a data element and use this information to produce better
recommendations. In [15] another method that uses aggregation graphs of preference for the prediction collaborative votesis
presented.. The principle of this approach isbased on theideaof forming agraph of preference for atarget user based on the
values of votes given to a set of resources in order to construct a graph of preferences, from graphs preferences users while
minimizing the number of back-edgein the graph’soverall preferences.

3. TheProposad Approach

The size of networks requiresthe need to find methods can make them easy to manage. Thisrequirement involvesfinding ways
to structure it as groups with common characteristics.

Nowadays, the most popular datathat need co-clustering comes from bioinformatics[13], text mining, industry and collaborative
filtering.

For recommender systems, we propose in this paper a new approach based on atechnology to structure all usersin the form of
communities. We talk about the group technol ogy.

In industry, group technology concept is based on the identification and exploitation of similarities and the similarity between
the products and processes of design and manufacturing to streamline production and reduce manufacturing costs. [14] This
technology will be useful in the case of recommender system for obtaining groups of userswith a certain resemblance or votes
with datasimilar to resource groups (for example movie). Wewill use one algorithm of thistechnology: Bond Energy Algorithm
(BEA).

The proposed approachesin this article are based on aBond energy algorithm and Kruskal algorithm of the graph theory. With
these two algorithms, we can find the communities, users key and also a set of best items to recommended. The set of items
recommended are the result of searching the relevant items in a connected weighted graph. But first how we can represent our
system of recommendation with the graph theory?

First, in arecommendation-system application, there are two classes of entities, which we shall refer to asusersand items. Users
have preferencesfor certainitems, and these preferences must be teased out of the data. The dataitself isrepresented asautility
matrix, giving for each user-item pair, avalue that represents what is known about the degree of preference of that user for that
item. Values come from an ordered set, e.g., integers 1-5 representing the number of starsthat the user gave asarating for that
item.

As aresult, the System of recommendation is represented as a bipartite graph [ 16], it contains two groups of nodes G (U, |, E)
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where:

U: set of users

I: set of items

E: set of edges & having the value as weight, the rating giving by one user U, to item Ij.

The presentation of thisgraph on machineswill bein theform of autility matrix of degree N* M. (figure 1)
Where

N: number of the users

M: number of theitems.

ul u2 uM
l 1 Rll RlZ e RlM
I2 R21 R22 e RZM
IN RNl RN2 e RNM

Figure 1. Utility matrix

3.1 Detection communities

Using the utility matrix and BE we can find easily the communities and the users key. It is one of thefirst algorithmsto tackle
rearrangement clustering [17]. BEA usesthe measure of effectiveness (ME) in which the similarity measurefor two rows, i and
j,is

. .. m
smi,f) = 2 -, % A (1)
Where m is the number of features

It has several useful properties. First, it groups attributes with larger val ues together, and the oneswith smaller values together
(i.e., during the permutation of columns and rows, it shufflesthe attributes towards those with which they have higher value and
away from those with which they havelower value). Second, the composition and order of thefinal groupsareinsensitiveto the
order inwhich itemsare presented to the algorithm. Finally, it seeksto uncover and display the association and interrel ationships
of the clustered groups with one another.

All thisexplainthat, BEA isagreedy algorithm that can give usthe best detection for aset of users having the sameinteresting.
Because the group found having the same values (higher or lower), so the indexes of rows present the users having evaluated
theseitems (indexes of columns) by similar values of rating. (figure 1). And when wefind one user belongsto several communities,
we can consider him like a user key and we can recommended him to anew user because he presents several communities, that
means several interesting and tastes.

3.2 Recommendation

Now, using the graph for SR, we adapt an algorithm of graph theory with recommendation systems, to make arecommendation
without calculating the predictionsto realize it. We will go through three steps, the first is the passage from matrix of rating to
two dissimilarity matrices ‘user-user’ and ‘item-item’, of these two matrices, second we obtain two spannig trees using an
algorithm of graph theory, and the third isbased on the of nearest neighbors. Then we proposealist of itemsto be recommended.

0 Sep 1: construct tow matricesof dissimilarity

Thefirst question we must deal withishow to measure similarity of usersor itemsfrom their rowsor columnsin the utility matrix
to construct two matrices of dissimilarity between items and between users. For calculating the similarity, we can use the
Pearson Correlation Similarity or the Cosine/Vector Simirality [17].

The similarity between two elementsd and q can be cal culated using the following expression:
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0 0 0 0 0 0 0 0 0 4 4 4 0
0 0 0 0 0 0 0 0 4 3 3 3 0
0 0 4 4 4 4 4 0 3 3 3 3 0
0 0 5 5 5 5 5 0 0 5 5 5 0
0 0 5 5 5 5 5 0 0 5 5 5 0
5 3 5 5 5 5 5 2 3 4 4 4 0
4 0 0 0 0 0 0 0 0 3 3 3 0
0 0 0 0 0 0 0 0 0 3 3 3 0
0 5 0 0 0 0 0 0 0 4 4 4 0
5 0 0 0 0 0 0 0 0 4 4 4 0
0 0 0 0 0 0 0 0 0 3 3 3 0
0 5 0 0 0 0 0 0 0 4 4 4 0
4 0 0 0 0 0 0 0 0 3 3 3 0
0 0 0 0 0 0 0 0 0 4 4 4 0
0 3 0 0 0 0 0 5 4 4 4 4 0
Figure 1. BEA applied in database Movielens
X d%a
cosine(d, g) = @
IO
To have the dissimilarity between two elements, we have the folowing:
Dis(d, q) = 1- Cosine(d, ) ©)

Asresult, we are going to have two square matrices.

0 Sep 2: construct tow spanning tree of dissimilarity

Thegoal of arecommender system isto generate meaningful recommendationsto acollection of usersfor itemsor products that
might interest them. However, the recommended items should have a minimum dissimilarity with the items that are already
evaluated by the user, and having also the best ratings given by the similar users.

To eliminate the edges having theimportant value of dissimilarity, wewill use kruskal algorithm.

Kruskal(E, T : Sequence of Edge, P: UnionFind)
sort E by increasing edge weight

foreach{u, v} “ Edo

if u, v arein different components of P then

add edge{u,v} toT

join the partitionsof uandvin P

Figure2. KRUSKAL agorithm

Then we can give agraphic modeling for both matrices‘items-items’ and ‘ users-users' by taking asweight of edgesthe values
of coefficient of dissimilarities. From these graphs, we can construct two spanning trees with minimum weight by using kruskal
algorithm[18]

Figure 2 showsthe algorithmic step of Kruskal algorithm. Asaresult, the represented tree (figure 3) will respect ahierarchy of
the usersor items being based on values minimum of the coefficients of dissimilarity aswell aselimination of edges having abig
weight.
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Figure 3. Spanning trees of users and items

a. User’stree:
Thegraph G (V, E) representsthe matrix of dissimilarity users-userswhere:

V: the set of users.
E: the set of edges €; where the weights are the similarities values.

The spanning tree with minimum weight representsall the users classified according to dissimilarity minimum. (figure 2).
b.Item’stree:

By the same way, we are going to pass of a simple graph where nodes are the items and the edges represent the dissimilarities
values towards a spanning tree with mimum weights (figure 2).

0 Sep 3: Recommendation

In this level, we provide details about the used terminology and recommendation process for the proposed CF approach. We
summarize the symbol s used for recommendation to the user.
Is1-1 Is1-2 Is1-3

LI
- °zr we

.. . ... 151

Figure4. Set of items

For the active user U, we have (figure 3)
|,: set of items already evaluated by U, and having the best ratings.
I’ I: Set of neighborhood and similar to I, given from tree of items.

|, set of itemsfor similar users having the best ratings.

Tofind this set, wefirst determinethe best neighborhood of user active, and we searched all items having the best ratings Figure
4 illustrates the intersection of Il'and I, which givesall the items which are similar to items of I{, aswell asthem is already
evaluated by the similar users closest of user U,. Otherwise, we classified the union of Iiand |, based in the order to have set
of item having amaximum averagerating.
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Figure5. Set of itemsrecommended
4. Dataand M easur ement

4.1 DataSet

In order to measure the prediction algorithm performance and to compare the results of different neighborhood based prediction
algorithms, we use Dataset that comes from the Movielens dataset at Grouplens Research Project in Minnesota University.
MovielL ensisamovierecommending application usersinitially rate asubset of moviesthat they have already seen [19]. (http:/
/Moviel ens.umn.edu/) captures the user’s rating for the movies and provides alist for movie recommendation. The historical
dataset consists of 100,000 ratings from 943 users on 1682 movies with every user having at least 20 ratings and simple
demographic information for the usersisincluded. The site now has over 45000 users who have expressed opinions on 6600
different movies. Theratings are on anumeric five-point scale with 1 and 2 representing negative ratings, 4 and 5 representing
positive ratings, and 3 indicating ambivalence. We need to extract the demographic information (gender of the movie for
example) of the item existing in the moviel ens data to construct demographic vectors of the 19 featuresfor theitem.

Figure 6. Data set Movielens
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4.2 Evaluation Metric
In [20], evaluation measures for recommender systems are separated into three categories:

*Predictive Accuracy Measures. These measures eval uate how close the recommender system cameto predicting actual rating/
utility values.

» Classification Accuracy Measures. These measures eval uate the frequency with which arecommender system makes correct/
incorrect decisionsregarding items.

» Rank Accuracy Measures. These measures eval uate the correctness of the ordering of items performed by the recommendation
system.

4.2.1Precision and Recall

To usethese metrics, recommender system must convert itsratings scaleinto abinary { Do not Recommend, Recommend} scale.
Items for which the prediction isto recommend are shown to the user, other items are not shown. The transition mechanismis
up to recommender systems.

__RR
rech—RR+RN
. RR

precision=o""0o8,

Where:

RR: set of itemsrelevant and recommend.

FP: set of items not relevant and recommend.
RN: set of items rel evant and not recommend.
Our Approach

In our approach, we do not calculate values as predictions in conventional approaches, but based on graphical methods, we
obtain alist of itemsto be recommended, which means we need to use already defined metrics to measure performance of our
approach.

To compute them we must know which items are relevant and which ones are not relevant. We proposed to eliminate a set of
items already evaluated by the target user (percentage of elimination), and we compare the list of items recommended by our
approach to the list eliminated.

Thisproposal will also help usto easily determine aset of recommended data, not consumed by the user, which meansthe ability
to calculate prediction and recall.

4.2.1.1 Per centage of elimination of data

By varying the value of percentage of eliminated data, we find resultsin thetable 1. When we eliminate 25 % of data, we acquire
results of good values for precision and recall, because the remaining 75 % of data containing several informations about the
user, that helpsto perform agood recommendation. Contrary, when we eliminate 75 % of information about active user, we do not
acquire good results.

4.2.1.2Neighborhood
Our approach is based on neighborhood (‘item / item’ and ‘ user/user’) to perform the best recommendation. By varying this
parameter we find that: when we exaggerate neighborhood we acquire the best resultsfor recall.

4.2.1.3Interpolated curve
We prefer calculating precision for predefined values of recall, from 0 % to 100 % by step of 10 %. In practice these val ues of
recall can not be attained exactly: the values of precision must therefore be interpolated.

The rule of interpolation is as following: the value interpolated by precision for a level of recall i is the maximum precision
acquired for an upper or equal recal ini.
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Percentageof | Neighborhood | Averageof | Averageof
elimination level precision recall
25% 1 0.9604 0.2501
2 0.7610 0.4812
3 0.5809 0.6324
50% 1 0.3416 0.1435
2 0.2700 0.1863
3 0.2031 0.2500
75% 1 0.1781 0.1166
2 0.1592 0.0265
3 0.1373 0.0085
Table 1. Precision/recall
1
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5. Conclusion

Inthisarticle, ahybrid approach of collaborativefiltering is presented. In comparison with other approaches mentioned in the
section of related works, our approach gives amore accurate recommendation. Because we start first by using BEA to detect the
communities and users key, then wetry to apply our second approach at communities level to perform the recommendation, to
have a spanning tree with minimum weight, we used the KRUSK AL algorithm whichis considered one of the most competitive
algorithms. This approach provides an interesting list of items by the fact of taking into account the use of the co-similarity
matrices between items and users based on some criteria. This approach can be considered as the first work among our other
ideasto realize and the future workswill improve the recommender system application based on the graph theory.
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